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1. Introduction 

At the beginning of the 20th Century, economists seeking to explain business cycle 

fluctuations recognized the importance of both impulses and propagations as components of the 

explanations.  A key question was how to explain regular fluctuations in a model with dampened 

oscillations.  In 1927, the Russian statistician Eugen Slutsky published a paper titled “The 

Summation of Random Causes as a Source of Cyclic Processes.”  In this paper, Slutsky 

demonstrated the (then) surprising result that moving sums of random variables could produce 

time series that looked very much like the movements of economic time series – “sequences of 

rising and falling movements, like waves…with marks of certain approximate uniformities and 

regularities.”1   This insight, developed independently by British mathematician Yule in 1926 

and extended by Frisch (1933) in his paper “Propagation Problems and Impulse Problems in 

Dynamic Economics,” revolutionized the study of business cycles.  Their insights shifted the 

focus of research from developing mechanisms to support a metronomic view of business cycles, 

in which each boom created conditions leading to the next bust, to a search for the sources of the 

random shocks.  Since then economists have offered numerous candidates for these “random 

causes,” such as crop failures, wars, technological innovation, animal spirits, government 

actions, and commodity shocks. 

Research from the 1940s through the 1970s emphasized fiscal and monetary policy shocks, 

identified from large-scale econometric models or single equation analyses.  The 1980s 

witnessed two important innovations that fundamentally changed the direction of the research.  

First, Sims’ (1980) paper “Macroeconomics and Reality” revolutionized the identification of 

shocks and the analysis of their effects by introducing vector autoregressions (VARs).  Sims’ 

                                                            
1 Page 105 of the 1937 English version of the article published in Econometrica. 
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VARs made the link between exogenous shocks and forecast errors, and used Cholesky 

decompositions to identify the economic shocks from the reduced form residuals.  Using his 

method, it became easier to talk about identification assumptions, impulse response functions, 

and to do innovation accounting using forecast error decompositions.  The second important 

innovation was the expansion of the inquiry beyond policy shocks to consider important non-

policy shocks, such as technology shocks (Kydland and Prescott (1982) and oil shocks (Hamilton 

(1983). 

These innovations led to a flurry of research on shocks and their effects.  In his 1994 paper 

“Shocks,” John Cochrane took stock of the state of knowledge at that time by using the by-then 

standard VAR techniques to conduct a fairly comprehensive search for the shocks that drove 

economic fluctuations.  Surprisingly, he found that none of the popular candidates could account 

for the bulk of economic fluctuations.  He proffered the rather pessimistic possibility that “we 

will forever remain ignorant of the fundamental causes of economic fluctuations.” (Cochrane 

(1994), abstract) 

Are we destined to remain forever ignorant of the fundamental causes of economic 

fluctuations?  Are Slutsky’s “random causes” unknowable?  In this chapter, I will summarize the 

new methodological innovations and what their application has revealed about the propagation of 

the leading candidates for macroeconomic shocks and their importance in explaining economic 

fluctuations since Cochrane’s speculation.   

  



5 
 

2. Methods for Identifying Shocks and Estimating Impulse Responses 
 

2.1.Overview 
 

Before discussing details of methodology, it is useful to consider more carefully what exactly 

a “shock” is and why macroeconomists focus on them.  Perhaps the best way to answer this 

question is to compare how many microeconomists approach empirical research to how 

macroeconomists approach empirical research.  One rarely hears an applied microeconomist, 

particularly the majority who estimate reduced forms, talk about shocks.  For example, Angrist 

and Pischke’s (2010) article “The Credibility Revolution in Empirical Economics: How Better 

Research Design is Taking the Con out of Econometrics” only mentions the word “shocks” when 

describing a few papers in macro that use narrative methods.  They only talk about these papers 

as being examples of “some rays of sunlight pok(ing) through the grey clouds of dynamic 

stochastic general equilibrium.” (p. 18).  Alas, Angrist and Pischke seemed to miss the 

distinction between the empirical investigations of many applied microeconomisst and those of 

macroeconomists.  Many investigations in applied microeconomics focus on measuring a causal, 

though rarely structural, effect of variable X on variable Y in a static setting, ignoring general 

equilibrium, and rarely incorporating expectations.   Often, these investigations apply insights 

from standard theories and do not attempt to estimate deep structural parameters of preferences 

or technology that might be used to test the theories.   

In stark contrast, macroeconomists ask questions for which dynamics are all-important, 

general equilibrium effects are crucial, and  expectations have powerful effects.  Moreover, in 

contrast to microeconomics, the two-way flow between theory and empirics in macroeconomics 

is very active.  Prescott (1986) argued that business cycle theory in the mid-1980s was “ahead of 

business cycle measurement” and that theory should be used to obtain better measures of key 
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economic series.  Prescott did not use “ahead” to mean “superior,” but rather meant that theory 

had made more progress on these questions as of that time.  Because of this constant interplay 

between theory and empirics in macroeconomics, most top macroeconomists have pushed both 

the theoretical and empirical frontiers in macroeconomics.  Most empirical macroeconomists are 

closely guided by theory, either directly or indirectly, and most theoretical macroeconomists are 

disciplined by the empirical estimates.  

Thus, what are the shocks that we seek to estimate empirically?  They are the exact empirical 

counterpart to the shocks we discuss in our theories: shocks to technology, monetary policy, 

fiscal policy, etc.  The empirical counterpart of the shocks in our theories must satisfy three 

conditions in order for us to be able to make proper inference about their effects:  (1) They must 

be exogenous with respect to the other current and lagged endogenous variables in the model; (2) 

They must be uncorrelated with other exogenous shocks; otherwise, we cannot identify the 

unique causal effects of one exogenous shock relative to another; and (3) They must be 

unanticipated. 

 
 

2.2. Illustrative Framework 

To illustrate the relationship between some of the methods, it is useful to consider a simple 

trivariate model with three endogenous variables, X1, X2, and XP and suppose that we are trying 

to identify the shocks to XP.  In the monetary context, the first two variables could be industrial 

production and a price index, and XP could be the federal funds rate; in the fiscal context, the 

first two could be real GDP and government purchases and XP could be tax revenue; in the 

technology shock context, the first two variables could be output and consumption and XP could 

be labor productivity.  I will call XP the “policy variable” for short, but it should be understood 
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that it can represent any variable from which we want to extract a shock component.  Let Xt = 

[X1t, X2t, XPt]  be the vector of endogenous variables.  Following the standard procedure, let us 

model the dynamics with a structural VAR, 

	

ሻܺ௧ܮሺܣ     (2.1) ൌ  ௧ߝ

 

where A(L) is a polynomial in the lag operator and ܣሺܮሻ ൌ ଴ܣ	 െ	∑ ௞ܮ௞ܣ
௣
௞ୀଵ ௧ߝ  . ൌ ሾߝ௧ଵ, ,௧ଶߝ  ௧௉ሿߝ

is the vector of  the normalized structural shocks.  We assume that ܧሾߝ௧ሿ ൌ 0, ௧ᇱሿߝ௧ߝሾܧ ൌ  and ܫ

that 	ܧሾߝ௧ߝ௦ᇱሿ ൌ ݏ	ݎ݋݂	0 ്  :We can write the reduced form VAR as  .ݐ

 

(2.2)     ܺ௧ ൌ ߶ଵܺ௧ିଵ ൅ ⋯൅	߶௣ܺ௧ି௣ ൅	ݑ௧ 

 

where  ߶௜ ൌ ଴ܣ
ିଵܣ௜ .  ݑ௧ ൌ ሾݑ௧ଵ, ,௧ଶݑ  ௧௉ሿ  is the vector of reduced form residuals, which are relatedݑ

to the underlying structural shocks as follows: 

௧ݑ       ൌ ଴ܣ
ିଵߝ௧ 

Following the set-up of Mertens and Ravn (2013), we can express the reduced form errors as: 

௧ଵݑ ൌ ௧௉ߝ௉ߪ௉ߙ ൅ ௧ଶݑଶߙ ൅	ߪଵߝ௧ଵ  

௧ଶݑ    (2.3) ൌ ௧௉ߝ௣ߪ௣ߚ ൅ ௧ଵݑଵߚ ൅	ߪଶߝ௧ଶ  

௧௉ݑ ൌ ௧ଵߝଵߪଵߛ ൅ ௧ଶݑଶߛ ൅	ߪ௣ߝ௧௉  
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The parameters ߛଵ and ߛଶ represent the endogenous response of the “policy” variable to X1 and 

X2.  The ߙ௣ and ߚ௣	parameterize the contemporaneous effect of the structural shocks to the two 

endogenous variables on the policy variable.  The σs are the standard deviations of the 

(unnormalized) structural shocks. 

  

2.3  Common Identification Methods 

Let n be the number of variables in the system, in this case three.  The requirement 

that	ܧሾݑ௧ݑ௧ᇱሿ ൌ ଴ܣ
ିଵܣ଴

ିଵ′ provides n(n+1)/2 = 6 identifying restrictions for the equations in (2.3), 

but we require three more identifying restrictions to obtain all nine elements.  We can now 

discuss various schemes for identifying the shock ߝ௧௉ in the context of this model, as well as 

several other schemes that go beyond this simple model. 

 

2.3.1 Cholesky Decompositions 

The most commonly used identification method imposes alternative sets of recursive zero 

restrictions on the contemporaneous coefficients to identify the shock ߝ௧௉.  The following are two 

widely-used alternatives. 

A.  The “policy” variable does not respond within the period to the other endogenous 

variables.  This could be motivated by decision lags on the part policymakers or other 

adjustment costs.  This scheme involves constraining ߛଵ = ߛଶ= 0, which is equivalent to 

ordering the policy variable first in the Cholesky ordering.  For example, Blanchard and 

Perotti (2002) impose this constraint to identify the shock to government spending; they 
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assume that government spending does not respond to the contemporaneous movements 

in output or taxes. 

B. The other endogenous variables do not respond to the “policy” variable within the period.  

This could be motivated by sluggish responses of the other endogenous variables to 

shocks to the policy variable.  This scheme involves constraining ߙ௣ = ߚ௣= 0, which is 

equivalent to ordering the policy variable last in the Cholesky ordering.  For example, 

Bernanke and Blinder (1992) were the first to identify shocks to the federal funds rate as 

monetary policy shocks and used this type of identification.  This is now the most 

standard way to identify monetary policy shocks.   

 

2.3.2 Structural VARs  

Another more general approach (that nests the Cholesky decomposition) is what is known 

as a Structural VAR, or SVAR, introduced by Blanchard and Watson (1986) and Bernanke 

(1986).  This approach uses either economic theory or outside estimates to constrain parameters.  

For example, Blanchard and Perotti (2002) identify shocks to net taxes (the XP in the system 

above) by setting ߛଶ= 2.08, an outside estimate of the cyclical sensitivity of net taxes.  As noted 

above, they used standard zero restrictions to identify the government spending shock ߝ௧ଵ.  In 

conjunction with the assumed value of ߛଶ they are able to identify the tax shock, ߝ௧௉. 

 

2.3.3 Factor Augmented VARs 

A perennial concern in identifying shocks is that the variables included in the VAR do 

not capture all of the relevant information.  The comparison of price responses in monetary 
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VARs with and without commodity prices is one example of the difference a variable exclusion 

can make.  To address this issue more broadly, Bernanke, Boivin, and Eliasz (2005) developed 

the Factor Augmented VARs (FAVARS) based on earlier dynamic factor models developed by 

Stock and Watson (2002) and others.  The FAVAR, which typically contains over one hundred 

series, has the benefit that it is much more likely to condition on relevant information for 

identifying shocks.  In most implementations, though, it still typically relies on a Cholesky 

decomposition. 

 

2.3.4 Narrative Methods 

Narrative methods involve constructing a series from historical documents to identify the 

reason and/or the quantities associated with a particular change in a variable.  The first use of 

narrative methods for identification was Hamilton (1985) for oil shocks, which was further 

extended by Hoover and Perez (1994).  These papers isolated political events that led to 

disruptions in world oil markets.  Other examples of the use of narrative methods are Romer and 

Romer’s (1989, 2004) monetary shock series based on FOMC minutes, Ramey and Shapiro 

(1998) and Ramey’s (2011) series of expected changes in future government spending caused by 

military events gleaned from periodicals such as Business Week, and Romer and Romer’s (2010) 

narrative series of tax changes based on reading various legislative documents. 

Until recently, these series were used either as exogenous shocks in sets of dynamic 

single equation regressions or ordered first in a Cholesky decomposition.  For example, in the 

framework above, we would set XP to be the narrative series and we would constrain  ߛଵ = ߛଶ= 0.  

As the next section details, recent innovations have led to an improved method for incorporating 

these series. 
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A cautionary note on the potential of narrative series to identify exogenous shocks is in 

order.  Some of the follow-up research has operated on the principle that the narrative alone 

provides exogeneity.  This is not true.  Leeper (1997) made this point for monetary policy 

shocks.  Another example is in the fiscal literature.  A series on fiscal consolidations, quantified 

by narrative evidence on the expected size of these consolidations, is not necessarily exogenous.  

If the series includes fiscal consolidations adopted  in response to bad news about the future 

growth of the economy, the series cannot be used to establish a causal effect of the fiscal 

consolidation on future output.   

 

2.3.5 High Frequency Identification 

Research by Bagliano and Favero (1999), Kuttner (2001), Cochrane and Piazzesi (2002), 

Faust, Swanson, and Wright (2004), Gürkaynak et al. (2005), Piazzesi and Swanson (2008), 

Gertler and Karadi (2015) and others has used high frequency data (such as news announcements 

around FOMC dates) and the movement of federal funds futures to identify unexpected Fed 

policy actions.  This identification is also based in part on timing, but because the timing is so 

high frequency (daily or higher), the assumptions are more plausible than those employed at the 

monthly or quarterly frequency.  As I will discuss in the foresight section below, the financial 

futures data is ideal for ensuring that a shock is unanticipated. 

It should be noted, however, that without additional assumptions the unanticipated shock 

is not necessarily exogenous to the economy.  For example, if the implementation does not 

adequately control for the Fed’s private information about the future state of the economy, which 
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might be driving its policy changes, these shocks cannot be used to estimate a causal effect of 

monetary policy on macroeconomic variables.   

 

2.3.6 External Instruments/Proxy SVARs  

The external instrument, or “proxy SVAR,” method is a promising new approach for 

incorporating external series for identification.  Major elements of this idea appeared earlier in 

Hamilton (2003) and Evans and Marshall (2005, 2009), but the full application was developed 

independently by Stock and Watson (2012) and Mertens and Ravn (2013).  This approach takes 

advantage of information developed from “outside” the VAR, such as series based on narrative 

evidence, shocks from estimated DSGE models, or high frequency information.  The idea is that 

these external series are noisy measures of the true shock. 

Suppose that Zt represents one of these external series.  Then this series is a valid 

instrument for identifying the shock  ߝ௧௉ if the following two conditions hold: 

(2.4a)   ܧሾܼ௧ߝ௧௉ሿ ് 0,      

(2.4b)             ܼൣܧ௧ߝ௧
௜൧ ൌ 0    i = 1, 2 

Condition (2.4a) is the instrument relevance condition: the external instrument must be 

contemporaneously correlated with the structural policy shock.  Condition (2.4b) is the 

instrument exogeneity condition: the external instrument must be contemporaneously 

uncorrelated with the other structural shocks.  If the external instrument satisfies these two 

conditions, it can be used to identify the shock ߝ௧௉.   
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The procedure is very straightforward and takes place with the following steps.2   

Step 1:  Estimate the reduced form system to obtain estimates of the reduced form 

residuals, ut. 

Step 2: Regress ݑ௧ଵ and ݑ௧ଶ on ݑ௧௉using the external instrument Zt as the instrument.  

These regressions yield unbiased estimates of ߙ௣ߪ௣ and ߚ௣ߪ௣.  Define the residuals of 

these regressions to be ݒ௧ଵ and ݒ௧ଶ. 

Step 3: Regress ݑ௧௉on ݑ௧ଵ and ݑ௧ଶ, using the ݒ௧ଵ and ݒ௧ଶ estimated in Step 2 as the 

instruments.  This yields unbiased estimates of ߛଵߪ௣and ߛଶ.  Define the residual of this 

regression to be ݒ௧
௣.   

Step 4: Estimate ߪ௣ from the variance of ݒ௧
௣. 

As an example, Mertens and Ravn (2013a) reconcile Romer and Romer’s (2010) estimates of the 

effects of tax shocks with the Blanchard and Perotti (2002) estimates by using the Romer’s 

narrative tax shock series as an external instrument Z to identify the structural tax shock,  ߝ௧௉.  

Thus, they do not need to impose parameter restrictions, such as the cyclical elasticity of taxes to 

output.   As I will discuss in section 2.3 below, Ramey and Zubairy (2014) extend this external 

instrument approach to estimating impulse responses by combining it with Jordà’s (2005) 

method. 

 

 

                                                            
2 This exposition follows Merten and Ravn (2013a, online appendix).  See Mertens and Ravn (2013a,b) and the 
associated online appendices for generalizations to additional external instruments and to larger systems.  
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2.3.7 Restrictions at Longer Horizons 

Rather than constraining the contemporaneous responses, one can instead identify a 

shock by imposing long-run restrictions.  The most common is an infinite horizon long-run 

restriction, first used by Shapiro and Watson (1988), Blanchard and Quah (1989), and King, 

Plosser, Stock and Watson (1991).  To see how this identification works, rewrite the system 

above as: 

(2.5)     ܺ௧ ൌ   ௧ߝሻܮሺܥ

where ܥሺܮሻ ൌ ሾܣሺܮሻሿିଵ.  Suppose we wanted to identify a technology shock as the only shock 

that affects labor productivity in the long-run.  In this case, the “policy” variable would be the 

growth rate of labor productivity and the other variables would also be transformed to induce 

stationary (e.g. first-differenced).  Letting ܥ௜௝ሺܮሻ denote the (i,j) element of the C matrix and 

 ௣ଵሺ1ሻ denote the lag polynomial with L = 1, we impose the long-run restriction by settingܥ

 .௣ଶሺ1ሻ = 0.  This restriction constrains the unit root in the policy variable (e.gܥ ௣ଵሺ1ሻ = 0 andܥ

labor productivity) to emanate only from the shock that we are calling the technology shock.  

This is the identification used by Galí (1999).   

An equivalent way of imposing this restriction is to use the estimation method suggested 

by Shapiro and Watson (1988).   Let XP denote the first-difference of the log of labor 

productivity and X1 and X2 be the stationary transformations of two other variables (such as 

hours).  Then, imposing the long-run restriction is equivalent to identifying the error term in the 

following equation as the technology shock:  
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(2.6)  ܺ௉௧ ൌ 	∑ ௣௣,௝ܺ௉௧ି௝ߚ
௣
௝ୀଵ ൅ ∑ ߂௣ଵ,௝ߚ ଵܺ௧ି௝

௣ିଵ
௝ୀ଴ ൅	∑ ଶ௧ି௝ܺ߂௣ଶ,௝ߚ

௣ିଵ
௝ୀ଴ ൅    	௧ߞ

We have imposed the restriction by specifying that only the differences of the other stationary 

variables enter this equation.  Because the current values of those differences might also be 

affected by the technology shock and therefore correlated with the error term, we use lags one 

through p of X1 and X2 as instruments for the terms involving the current and lagged values of 

those variables.  The estimated residual is the identified technology shock.  We can then identify 

the other shocks, if desired, by orthogonalizing the error terms with respect to the technology 

shock. 

          This equivalent way of imposing long-run identification restrictions highlights some of the 

problems that can arise with this method.  First, identification depends on the relevance of the 

instruments.   Second, it requires additional identifying restrictions in the form of assumptions 

about unit roots.  If, for example, hours have a unit root, then in order to identify the technology 

shock one would have to impose that only the second difference of hours entered in equation 

(2.6).3 

Another issue is the behavior of infinite horizon restrictions in small samples (e.g. Faust 

and Leeper (1997)).  Recently,  researchers have introduced new methods that overcome these 

problems.  For example, Francis, Owyang, Roush, and DeCecio (2014) identify the technology 

shock as the shock that maximizes the forecast error variance share of labor productivity at some 

finite horizon h.  A variation by Barsky and Sims (2011) identifies the shock as the one that 

maximizes the sum of the forecast error variances up to some horizon h.  Both of these methods 

operate off of the moving average representation in equation (2.5). 

                                                            
3 To be clear, all of the X variables in equation (2.6) must be trend stationary.  If hours have a unit root, then X1 
must take the form of Δhourst  , so the constraint in (2.6) would take the form Δ2hourst . 
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2.3.8 Sign Restrictions  

 

A number of authors had noted the circularity in some of the reasoning analyzing VAR 

specifications in practice.  In particular, whether a specification or identification method is 

deemed correct is often judged by whether the impulses they produce are “reasonable,” i.e. 

consistent with the researcher’s priors.  Uhlig (2005) developed a new method to incorporate 

“reasonableness” without undercutting scientific inquiry by investigating the effects of a shock 

on variable Y, where the shock was identified by sign restrictions on the responses of other 

variables (excluding variable Y).    

Uhlig’s sign restriction method has been used in many contexts, such as monetary policy, 

fiscal policy and technology shocks.  Recently, however, two contributions by Arias, Rubio-

Ramirez, and Waggoner (2013) and by Baumeister and Hamilton (2014) have highlighted some 

potential problems with sign restriction methods.  The Arias et al paper demonstrates problems 

with particular implementations and offers new computational methods to overcome those 

problems.  Baumeister and Hamilton develop Bayesian methods that highlight and link the 

relationship between the priors used for identification and the outcomes. 

 

2.3.9 Estimated DSGE Models 

An entirely different approach to identification is the estimated DSGE model, introduced 

by Smets and Wouters (2003, 2007).  This method involves estimating a fully-specified model (a 

New Keynesian model with many frictions and rigidities in the case of Smets and Wouters) and 

extracting a full set of implied shocks from those estimates.  In the case of Smets and Wouters, 

many shocks are estimated including technology shocks, monetary shocks, government spending 
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shocks, wage markup shocks, and risk premium shocks.  One can then trace out the impulse 

responses to these shocks as well as to do innovation accounting.  Other examples of this method 

include Justiano, Primiceri, Tambolotti (2010, 2011) and Schmitt-Grohe and Uribe (2012).  

Christiano, Eichenbaum and Evans (2005) took a different estimation approach by first 

estimating impulse responses to a monetary shock in a standard SVAR and then estimating the 

parameters of the DSGE model by matching the impulse responses from the model to those of 

the data. 

These models achieve identification by imposing structure based on theory.  It should be 

noted that identification is less straightforward in these types of models.  Work by Canova and 

Sala (2009), Komunjer and Ng (2011), and others highlight some of the potential problems with 

identification in DSGE models. 

 

2.4 Estimating Impulse Responses  

Suppose that one has identified the economic shock through one of the methods 

discussed above.  How do we measure the effects on the endogenous variables of interest?  The 

most common way to estimate the impulse responses to a shock uses nonlinear (at horizons 

greater than one) functions of the estimated VAR parameters.  In particular, estimation of the 

reduced form system and imposition of the necessary identification assumptions to identify ܣ଴
ିଵ 

provides the elements of the moving average representation matrix, ܥሺܮሻ ,in equation (2.5).  

Writing out C(L) = C0 + C1L + C2L
2 + C3L

3 + …, and denoting  Ch = [cijh], we can express the 

impulse response of variable Xi at horizon t+h to a shock to ߝ௧௉ as: 
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(2.7)      
డ௑೔,೟శ೓
డఌೕ,೟

ൌ ܿ௜௣௛ 

 

These cijk parameters are nonlinear functions of the VAR parameters. 

If the VAR adequately captures the data generating process, this method is optimal at all 

horizons.  If the VAR is mispecified, however, then the specification errors will be compounded 

at each horizon.  To address this problem, Jordà (2005) introduced a local projection method for 

estimating impulse responses.  The comparison between his procedure and the standard 

procedure has an analogy with direct forecasting versus iterated forecasting (e.g. Marcellino, 

Stock, and Watson (2006)).  In the forecasting context, one can forecast future values of a 

variable using either a horizon-specific regression (“direct” forecasting) or iterating on a one-

period ahead estimated model (“iterated” forecasting).  Jordà’s method is analogous to the direct 

forecasting whereas the standard VAR method is analogous to the iterated forecasting method. 

To see how Jordà’s method works, suppose that ߝ௧௉ has been identified by one of the 

methods discussed in the previous section.  Then, the impulse response of Xi at horizon h can be 

estimated from the following single regression: 

 

(2.8)  ௜ܺ,௧ା௛ ൌ ௜,௛ߠ	 ∙ ௧௉ߝ ൅ ݏ݈ܾ݁ܽ݅ݎܽݒ	݈݋ݎݐ݊݋ܿ ൅	ߞ௧ା௛  

 

 ௧௉.  The controlߝ ௜,௛ is the estimate of the impulse response of Xi at horizon h to a shock toߠ

variables do not have to include the other X’s as long as ߝ௧௉ is exogenous to those other X’s.  

Typically, the control variables include deterministic terms (constant, time trends), lags of the Xi, 

and lags of other variables that are necessary to “mop up;” the specification can be chosen using 

information criteria.  One estimates a separate regression for each horizon and the control 
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variables do not necessarily need to be the same for each regression.  Note that except for 

horizon h = 0, the error term ߦ௧ା௛ will be serially correlated because it will be a moving average 

of the forecast errors from t to t+h.  Thus, the standard errors need to incorporate corrections for 

serial correlation, such as a Newey-West (1987) correction. 

Because the Jordà method for calculating impulse response functions imposes fewer 

restrictions, the estimates are often less precisely estimated and are sometimes erratic.  

Nevertheless, this procedure is more robust than standard methods, so it can be very useful as a 

heuristic check on the standard methods.  Moreover, it is much easier to incorporate state-

dependence (e.g. Auerbach and Gorodnichenko (2013)).    

Ramey and Zubairy (2014) recently proposed a new use for the Jordà method that merges 

the insights from the external instrument/proxy SVAR literature.  To see this, modify equation 

(2.8) as follows: 

 

(2.9)  ௜ܺ,௧ା௛ ൌ ௜,௛ߠ	 ∙ ܺ௣,௧ ൅ ݏ݈ܾ݁ܽ݅ݎܽݒ	݈݋ݎݐ݊݋ܿ ൅	ߞ௧ା௛  

 

As discussed above, Xp is the policy variable, but may be partly endogenous so it will be 

correlated with ߦ௧ା௛.   We can easily deal with this issue, however, by estimating this equation 

using the external instrument Zt  as an instrument for Xp,t.  For example, if Xi is real output and 

Xp,t is the federal funds rate, we can use Romer and Romer’s (2004) narrative-based monetary 

shock series as an instrument.  As I will discuss below, in some cases there are multiple potential 

external instruments.  We can easily incorporate these in this framework by using multiple 

instruments for Xp .  In fact, these overidentifying restrictions can be used to test the restrictions 

of the model (using a Hansen’s J-statistic, for example). 
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2.5 The Problem of Foresight 

A potential identification problem highlighted recently in multiple literatures is the issue of 

news or policy foresight.4  For example, Beaudry and Portier (2006) explicitly take into account 

that news about future technology may have effects today even though it does not show up in 

current productivity.  Ramey (2011) argues that the results of Ramey and Shapiro (1998) and 

Blanchard and Perotti (2002) differ because most of the latter’s identified shocks to government 

spending are actually anticipated.  Leeper, Walker, and Yang (2013) work out the econometrics 

of “fiscal foresight” for taxes, showing that foresight can lead to a non-fundamental moving 

average representation. 

The principal method for dealing with this problem is to try to measure the expectations with 

data or time series restrictions.  For example, Beaudry and Portier (2006) extracted news about 

future technology from stock prices, Ramey (2011) created a series of news about future 

government spending by reading Business Week and other periodicals, Fisher and Peters (2010) 

created news about government spending by extracting information from stock returns of defense 

contractors, Leeper, Richter, Walker (2012) used information from the spread between federal 

and municipal bond yields for news about future tax changes, and Mertens and Ravn (2012) 

decomposed Romer and Romer’s (2010) narrative tax series into one series in which 

implementation was within the quarter (“unanticipated”) and another series in which 

implementation was delayed (“news”).  In the monetary shock literature, many papers use 

financial futures prices to try to extract the anticipated versus unanticipated component of 

                                                            
4 The general problem was first recognized and discussed decades ago.  For example, Sims (1980) states: “It is my 
view,  however,  that  rational  expectations  is  more  deeply  subversive  of  identification  than  has  yet  been 
recognized.”   
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interest rates changes (e.g. Rudebusch (1998), Bagliano and Favero (1999), Kuttner (2001), and 

Gertler and Karadi (2014)). 

The typical way that news has been incorporated in VARs is by adding the news series to a 

standard VAR.  Perotti (2011) has called these “EVARs” for “Expectational VARs.”  Note that 

in general one cannot use news as an external instrument in Mertens and Ravn’s proxy SVAR 

framework.  The presence of foresight invalidates the interpretation of the VAR reduced form 

residuals as prediction errors, since the conditioning variables may not span the information set 

of forward looking agents (Mertens and Ravn (2013, 2014)).   

On the other hand, one can use a news series as an instrument in the Jordà framework in 

certain instances.  Owyang, Ramey, and Subairy (2013) and Ramey and Zubairy (2014) estimate 

what is essentially an instrumental variables regression, but in two steps.  In particular, they (i) 

regress the change in output from t-1 to t+h for various horizons h on current military news; (ii) 

regress the change in government spending from t-1 to t+h for various horizons h on current 

military news; and then (iii) estimate the government spending multiplier as the integral of the 

output responses up to some horizon H divided by the integral of the government spending 

responses up to some horizon H.  They perform their estimation in two steps because of the 

complexities of the state dependent model they estimate.  In a linear model, one can obtain 

identical results by estimating the model in one step.  To do this, one must first transform the 

endogenous variables to be integrals of responses up to horizon H, i.e., the changes in output 

from t-1 to t+h summed from h = 0 to h = H and the similar transformation for government 

spending.  Call each of these ∑ ௜ܺ,௧ା௛
ு
௛ୀ଴ .  Then one estimates the following equation using news 

in period t as an instrument for  ∑ ܺ௣,௧ା௛
ு
௛ୀ଴  :  
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(2.9)  ∑ ௜ܺ,௧ା௛
ு
௛ୀ଴ ൌ ௜,௛ߠ	 ∙ ∑ ܺ௣,௧ା௛

ு
௛ୀ଴ ൅ ݏ݈ܾ݁ܽ݅ݎܽݒ	݈݋ݎݐ݊݋ܿ ൅	ߞ௧ା௛  

 

In the government spending example, Xi is output, Xp is government spending, and Z is military 

news derived from narrative methods. 

 

2.6 The Problem of Trends 

Most macroeconomic variables are nonstationary, exhibiting behavior consistent with 

either deterministic trends or stochastic trends.  A key question is how to specify an SVAR when 

many of the variables may be trending.  Sims, Stock and Watson (1990) demonstrate that even 

when variables might have stochastic trends and might be cointegrated, the log levels 

specification will give consistent estimates.  While one might be tempted to pretest the variables 

and impose the unit root and cointegration relationships, Elliott (1998) shows that such a 

procedure can lead to large size distortions in theory.  More recently, Gospodinov, Herrera, and 

Pesavento (2013) have demonstrated how large the size distortions can be in practice.   

Thus, the safest method is to estimate the SVAR in log levels (perhaps also including 

some deterministic trends) as long as the imposition of stationarity is not required for 

identification.  If desired, one can then explore whether the imposition of unit roots and 

cointegration lead to similar results but increase the precision of the estimates.   For years, it was 

common to include a linear time trend in macroeconomic equations.  Many analyses now include 

a broken trend or a quadratic trend to capture features such as the productivity slowdown in 1974 

or the effect of the baby boom moving through the macroeconomic variables (e.g. Perron (1989), 

Francis and Ramey (2009)). 
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2.7 DSGE Monte Carlos 

Much empirical macroeconomics is linked to testing theoretical models.  A question that 

arises is whether shocks identified in SVARs, often with minimal theoretical restrictions, are 

capable of capturing the true shocks.  This question has been asked most in the literature on the 

effects of technology shocks.  Erceg, Guerrieri, and Gust (2005) were perhaps the first to subject 

an SVAR involving long-run restrictions to what I will term a “DSGE Monte Carlo.”  In 

particular, they generated artificial data from a calibrated DSGE model and applied SVARS with 

long-restrictions to the data to see if the implied impulse responses matched those of the 

underlying model. 

This method has now been used in several settings.  Chari, Kehoe, and McGrattan (2008) 

used this method to argue against SVARs’ ability to test the RBC model, Ramey (2009) used it 

to show how standard SVARs could be affected by anticipated government spending changes, 

and Francis, Owyang, Roush, and DiCecio (2014) used this method to verify the applicability of 

their new finite horizon restrictions method.  This method seems to be a very useful tool for 

judging the ability of SVARs to test DSGE models.  Of course, like any Monte Carlo, the 

specification of the model generating the artificial data is all important. 
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3.  Monetary Policy Shocks 

 This section reviews the main issues and results from the empirical literature seeking to 

identify and estimate the effects of monetary policy shocks.   I begin by with a brief overview of 

the research before and after Christiano, Eichenbaum, and Evan’s (1999) Handbook of 

Macroeconomics chapter on the subject.  I then focus on two leading externally identified 

monetary policy shocks, Romer and Romer’s (2004) narrative/Greenbook shock and Gertler and 

Karadi’s (2015) shock identified using fed funds futures.  I focus on these two shocks in part 

because they both imply very similar effects of monetary policy on output, despite using 

different identification methods and different samples.  In an empirical exploration of the effects 

of those shocks in systems that impose fewer restrictions, though, I discovered that relaxing 

some key over-identifying assumptions yields estimated responses of output and prices that are 

very different from the standard story. 

 Before beginning, it is important to clarify why we are interested in monetary policy 

shocks.  Because monetary policy is typically guided by a rule, most movements in monetary 

policy instruments are due to the systematic component of monetary policy rather than  to 

deviations from that rule.  Why, then, do we care about identifying shocks?   We care about 

identifying shocks for a variety of reasons, the most important of which is to be able to estimate 

causal effects of money on macroeconomic variables.  As Sims (1998) argued in his discussion 

of Rudebusch’s (1998) critique of standard VAR methods, because we are trying to identify 

structural parameters,  we need instruments that shift key relationships.  Analogous to the supply 

and demand framework where we need demand shift instruments to identify the parameters of 

the supply curve, in the monetary policy context we require monetary rule shift instruments to 

identify the response of the economy to monetary policy. 
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 It should be kept in mind, though, that a finding that monetary shocks themselves 

contribute little to a standard forecast error variance decomposition does not imply that monetary 

policy is unimportant for macroeconomic outcomes.  Rather, such a finding would be consistent 

with the notion that the monetary authority pursues systematic policy in an effort to stabilize the 

economy and is rarely itself a source of macroeconomic volatility.   

3.1 A Brief History through 1999 

The effect of monetary policy on the economy is one of the most studied empirical 

questions in all of macroeconomics.  The most important early evidence was Friedman and 

Schwartz’s path-breaking 1963 contribution in the form of historical case studies and analysis of 

historical data.  The rational expectations revolution of the late 1960s and 1970s highlighted the 

importance of distinguishing the part of policy that was part of a rule versus shocks to that rule, 

as well as anticipated versus unanticipated parts of the change in the policy variable.  Sims 

(1972, 1980a, 1980b) developed modern time series methods that allowed for that distinction 

while investigating the effects of monetary policy.  During the 1970s and much of the 1980s, 

shocks to monetary policy were measured as shocks to the stock of money (e.g. Sims (1972), 

Barro (1977, 1978)).  This early work offered evidence that (i) money was (Granger-) causal for 

income; and (ii) that fluctuations in the stock of money could explain an important fraction of 

output fluctuations.  Later, however, Sims (1980b) and Litterman and Weis (1985) discovered 

that the inclusion of interest rates in the VAR significantly reduced the importance of shocks to 

the money stock for explaining output, and many concluded that monetary policy was not 

important for understanding economic fluctuations.5 

                                                            
5 Of course, this view was significantly strengthened by Kydland and Prescott’s (1982) seminal demonstration that 
business cycles could be explained with technology shocks. 
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There were two important rebuttals to the notion that monetary policy was not important 

for understanding fluctuations.  The first rebuttal was by Romer and Romer (1989), who 

developed a narrative series on monetary policy shocks in the spirit of Friedman and Schwarz’s 

(1963) work.  Combing through FOMC minutes, they identified dates at which the Federal 

Reserve “attempted to exert a contractionary influence on the economy in order to reduce 

inflation” (p. 134).  They found that industrial production decreased significantly after one of 

these “Romer Dates.”  The Romers’ series rapidly gained acceptance as an indicator of monetary 

policy shocks.6  A few years later, though, Shapiro (1994) and Leeper (1997) showed that the 

Romers’ dummy variable was, in fact, predictable from lagged values of output (or 

unemployment) and inflation.  Both argued that the narrative method used by the Romers did not 

adequately separate exogenous shocks to monetary policy, necessary for establishing the strength 

of the causal channel, from the endogenous response of monetary policy to the economy.   

The second rebuttal to the Sims and Litterman and Weiss argument was by Bernanke and 

Blinder (1992).  Building on an earlier idea by McCallum (1983), Bernanke and Blinder turned 

the money supply vs. interest rate evidence on its head by arguing that interest rates, and in 

particular the federal funds rate, were the key indicators of monetary policy.7  They showed that 

both in Granger-causality tests and in variance decompositions of forecast errors, the federal 

                                                            
6 Boschen and Mills (1995) also extended the Romers’ dummy variables to a more continuous indicator. 
7 Younger readers not familiar with monetary history might be surprised that anyone would think that monetary 
policy was conducted by targeting the money stock rather than the  interest rate.   To understand the thinking of 
that time, one must remember that Milton Friedman had argued in his 1968 Presidential Address that the central 
bank could not peg  interest rates, and prescribed targeting the growth rate of the money stock  instead.    In fact, 
the evidence suggests  that  the Fed has almost always  targeted  interest  rates.   The only possible exception was 
from late 1979 through 1982, when the Fed said it was targeting nonborrowed reserves.  Interest rates spiked up 
twice during that period, and it was convenient to suggest that those movements were beyond the Fed’s control.  
Subsequent  research has shown  that  in  fact most of  the movements  in  the Federal  funds  rate even during  that 
period were directly guided by  the  Fed  (e.g. Cook  (1989), Goodfriend  (1991)).   The Fed’s  claim  that  they were 
targeting  the money  supply  not  interest  rates  gave  them  political  cover  for  undertaking  the  necessary  rise  in 
interest rates to fight inflation. 
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funds rate outperformed both M1 and M2, as well as the three-month Treasury bill and the 10-

month Treasury bond for most variables. 

The 1990s saw numerous papers that devoted attention to the issue of the correct 

specification of the monetary policy function.  These papers used prior information on the 

monetary authority’s operating procedures to specify the policy function in order to identify 

correctly the shocks to policy.  For example, Christiano and Eichenbaum (1992) used 

nonborrowed reserves, Strongin (1995) suggested the part of nonborrowed reserves orthogonal to 

total reserves, and Bernanke and Mihov (1998) generalized these ideas by allowing for regime 

shifts in monetary policy rules.8  Another issue that arose during this period was the “Price 

Puzzle,” a term coined by Eichenbaum (1992) to describe the common result that a 

contractionary shock to monetary policy appeared to raise the price level in the short-run.  Sims 

(1992) conjectured that the Federal Reserve used more information about future movements in 

inflation than was commonly  included in the VAR.  He showed that the price puzzle was 

substantially reduced if commodity prices, often a harbinger of future inflation, were included in 

the VAR. 

Christiano, Eichenbaum, and Evans’ 1999 Handbook of Macroeconomics chapter 

“Monetary Policy Shocks: What Have We Learned and To What End?” summarized and 

explored the implications of many of the 1990 innovations in studying monetary policy shocks.   

Perhaps the most important message of the chapter was the robustness of the finding that 

monetary policy shocks, however measured, had significant effects on output.  On the other 

hand, the pesky price puzzle continued to pop up in many specifications. 

 

                                                            
8 An important part of this literature was addressed to the “liquidity puzzle,” that is, the failure of some measures 
of money supply shocks to produce a negative short‐run correlation between the supply of money and interest 
rates. 
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3.2 A Brief Overview of Findings Since 2000 

 In this section, I will begin by briefly overviewing two important departures from the 

time-invariant linear modeling that constitutes the bulk of the research.  I will then summarize 

the findings of the most current results from the literature in terms of the effect on output. 

 

3.2.1 Regime Switching Models 

In addition to the switch between interest rate targeting and nonborrowed reserve 

targeting (discussed by Bernanke and Mihov (1998)), several papers have estimated regime 

switching models of monetary policy.  The idea in these models is that monetary policy is driven 

not just by shocks but also by changes in the policy parameters.  In an early contribution to this 

literature, Owyang and Ramey (2004) estimate a regime switching model in which the Fed’s 

preference parameters can switch between “hawk” and “dove” regimes.  They find that the onset 

of a dove regime leads to a steady increase in prices, followed by decline in output after 

approximately a year.  Primiceri (2005) investigates the roles of changes in systematic monetary 

policy versus shocks to policy in the outcomes in the last 40 years.  While he finds evidence for 

changes in systematic monetary policy, he concludes that they are not an important part of the 

explanation of fluctuations in inflation and output.  Sims and Zha (2006) also consider regime 

switching models and find evidence of regime switches that correspond closely to changes in the 

Fed chairmanship.  Nevertheless, they also conclude that changes in monetary policy regimes do 

not explain much of economic fluctuations.   

 

3.2.2 Time-Varying Effects of Monetary Policy 
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In their excellent summary of the monetary policy literature in their chapter in the 

Handbook of Monetary Economics, Boivin, Kiley, and Mishkin (2010) focus on time variation in 

the effects of monetary policy.  I refer the reader to their excellent survey for more detail.  I will 

highlight two sets of results that emerge from their estimation of a factor-augmented VAR 

(FAVAR), using the standard Cholesky identification method.  First, they confirm some earlier 

finds that the responses of real GDP were greater in the pre-1979Q3 period than in the post-

1984Q1 period.  For example, they find that for the earlier period, a 100 basis point increase in 

the federal funds rate leads to a decline of industrial production of 1.6 percent troughing at 8 

months.  In the later period, the same increase in the funds rate leads to a -0.7 percent decline 

troughing at 24 months.   The second set of results concerns the price puzzle.  They find that in a 

standard VAR the results for prices are very sensitive to the specification.  Inclusion of a 

commodity price index does not resolve the price puzzle, but inclusion of a measure of expected 

inflation does resolve it in the post-1984:1 period.  In contrast, there is no price puzzle in the 

results from their FAVAR estimation.  This time-variation in the strength of the effect of 

monetary shocks across periods had also been noted previously, such as by Faust (1998) and 

Barth and Ramey (2001). 

Barakchian and Crowe (2013) estimate many of the standard models, such as Bernanke 

and Mihov (1998), CEE (1999), Romer and Romer (2004), and Sims and Zha (2006b), splitting 

the estimation sample in the 1980s and showing that the impulse response functions change 

dramatically.  In particular, most of the specifications estimated from 1988 – 2008 show that a 

positive shock to the federal funds rate raises output and prices in most cases.  

Another source of time variation is state-dependent or sign-dependent effects of monetary 

shocks on the economy.  Cover (1992) was one of the first to present evidence that negative 
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monetary policy shocks had bigger effects (in absolute value) than positive monetary shocks.  

Follow-up papers such as by Thoma (1994) and Weisse (1999) found similar results.  Recent 

work by Angrist, Jordà, and Kuersteiner (2013) finds related evidence that monetary policy is 

more effective in slowing economic activity than it is in stimulating economic activity.  Tenreyro 

and Thwaites (2014) also find that monetary shocks seem to be less powerful during recessions.   

 

3.2.3 Summary of Recent Estimates 

Table 3.1 summarizes some of the main results from the  literature in terms of the impact 

of the identified monetary shock on output, the contribution of monetary shocks to output 

fluctuations, and whether the price puzzle is present.  Rather than trying to be encyclopedic in 

listing all results, I have chosen leading examples obtained with the various identifying 

assumptions. 

As the table shows, the some key results from research that uses linear models and the 

identification methods described in section 2.1.  As the table shows, the standard CEE (1999) 

SVAR, the Faust, Swanson, Wright (2004) high frequency identification, Uhlig’s (2005) sign 

restrictions, Smets and Wouters’ (2007) estimated DSGE model, and Bernanke, Boivin and 

Eliasz’s (2005) FAVAR all produce rather small effects of monetary policy shocks.  Also, most 

are plagued by the price puzzle to greater or lesser degree.  On the other hand, Romer and Romer 

(2004), Coibion (2012), and Gertler-Karadi (2015) all find larger impacts of a given shock on 

output.  The Romers’ estimates are particularly large. 

I will also summarize the effects on other variables from some of the leading analyses.  A 

particularly comprehensive examination for many variables is conducted by Boivin, Kiley, and 

Mishkin’s (2010) with their FAVAR.  Recall that they obtained different results for the pre- 
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versus post-1980 period.  For the period from 1984m1 – 2008m12, they found that a positive 

shock to the federal funds rate leads to declines in a number of variables, including employment, 

consumption expenditures,  investment, housing starts, and capacity utilization.   

 

3.3  A Discussion of Two Leading External Instruments 

3.3.1 Romer and Romer’s Narrative/Greenbook Method 

In a 2000 paper, Romer and Romer presented evidence suggesting that the Fed had 

superior information when constructing inflation forecasts compared to the private sector.  

Romer and Romer (2004) builds on this result and introduces a new measure of monetary policy 

shocks that seeks to correct some of the limitations of their earlier monetary policy measure.  

They construct their new measure as follows.  First, they derive a series of intended federal funds 

rate changes around FOMC meetings using narrative methods.  Second, in order to separate the 

endogenous response of policy to the economy from the exogenous shock, they regress the 

intended funds rate change on the current rate and on the Greenbook forecasts of output growth 

and inflation over the next two quarters.  They then use the estimated residuals in dynamic 

regressions for output and other variables.  They find very large effects of these shocks on 

output. 

John Cochrane’s (2004) NBER EFG discussion of the Romer and Romer paper highlights 

how their method can not only overcome the identification problem but can also provide us a 

coherent notion of what a shock to monetary policy really is.  In a number of papers, Cochrane 

has questioned even the existence of a “shock” to monetary policy.  He notes that the Fed never 

“rolls the dice;”  every Fed action is a response to something.   How then can one identify 

movements in monetary policy instruments that are exogenous to the error term of the model? 



32 
 

 As Cochrane (2004) argues, the Romers’ method might provide an answer.  If the 

Greenbook forecast of future GDP growth contains all of the information that the FOMC uses to 

make its decisions, then that forecast is a “sufficient statistic.”  Any movements in the target 

funds rate that are not predicted by the Greenbook forecast of GDP growth can be used as an 

instrument to identify the causal effect of monetary policy on output.   Analogously, any 

movements in the target funds rate that are not predicted by the Greenbook forecast of inflation 

can be used as an instrument to identify the causal effect of monetary policy on inflation.   The 

idea is that if the Fed responds to a shock for reasons other than its effect on future output or 

future inflation, that response can be used as an instrument for output or inflation.   Cochrane 

states the following proposition in his discussion: 

 

Proposition 1: To measure the effects of monetary policy on output it is enough that the 

shock is orthogonal to output forecasts. The shock does not have to be orthogonal to 

price, exchange rate, or other forecasts. It may be predictable from time t information; it 

does not have to be a shock to the agent’s or the Fed’s entire information set. (Cochrane 

(2004)). 

 

This conceptualization of the issue of interpreting and identifying shocks developed by the 

Romers and Cochrane is an important step forward.  In addition to giving us a way to construct 

exogenous shocks, it offers an interpretation of  monetary policy shocks as a rational response of 

the Fed rather than as an arbitrary roll of the dice. 

I have one practical concern about the implementation of the idea, though.  Because of 

the data limitations and the preference not to limit their sample too much, Romer and Romer 



33 
 

(2004) use forecasts of GDP and inflation only as far as two quarters ahead.  This means that the 

Greenbook forecasts are only a Cochrane “sufficient statistic” for establishing the causal effect 

for the next two quarters.  It seems plausible (as outlined in the news section of this chapter) that 

the Romer-Romer shocks could include the endogenous response to news about changes in 

inflation and GDP at longer horizons.   In fact, the impulse responses from their shocks have no 

significant negative effect on output and inflation for the first several quarters and then begin to 

have effects later (often with the wrong sign on inflation).  This result is consistent with the 

traditional "long and variable lags" causal story, but it is also consistent with the following 

alternative.  Suppose that there are no real effects of monetary policy shocks on the real 

economy.  Instead, monetary policy reacts now to news about inflation and output at longer 

horizons and the effects we are seeing on both the funds rate and the economy is the news rather 

than a causal effect.  This alternative story would also answer the question as to how a very 

temporary shock to the federal funds could have such persistent effects on output.    Perhaps we 

can only be confident of estimates of the effects of a monetary policy shock on output at horizon 

h if we have controlled for forecasts of output at horizon h when constructing the shocks.  I will 

investigate this issue more below. 

Separately, Coibion (2012) has explored puzzle concerning the Romers’ estimates.  He 

notes that  the Romers’ main estimates produce much larger effects than the shocks identified in 

a standard VAR, i.e. one in which the monetary policy shock is identified as the residual to the 

equation for the effective federal funds rate (ordered last).  This distinction is important because 

it implies a very different accounting of the role of monetary policy in historical business cycles.  

Coibion explores many possible reasons for the differences and provides very satisfactory and 

revealing answers.  In particular, he finds that the Romers’ main results, based on measuring the 



34 
 

effect of their identified shock using a single dynamic equation, is very sensitive to the inclusion 

of the period of nonborrowed reserves targeting, 1979 – 1982 and the number of lags (the 

estimated impact on output is monotonically increasing in the number of lags included in the 

specification).  In addition, their large effects on output are linked to the more persistent effects 

of their shock on the funds rate.   In contrast, the Romers’ hybrid VAR specification, in which 

they substituted their (cumulative) shocks for the federal funds rate (ordered last) in a standard 

VAR, produces results implying that  monetary policy shocks have “medium” effects.  Coibion 

(2012) goes on to show that the hybrid model results are consistent with numerous other 

specifications, such as GARCH estimates of Taylor Rules (as suggested by Hamilton (2010) and 

Sims-Zha (2006a)) and time-varying parameter models as in Boivin (2006) and Coibion and 

Gorodnichenko (2011).  Thus, he concludes that monetary policy shocks have “medium” effects.  

In particular, a 100 basis point rise in the federal funds rate leads industrial production to fall 2 – 

3  percent at its trough at around 18 months. 

 

3.3.2 Gertler and Karadi’s HFI/Proxy SVAR Method 

A recent paper by Gertler and Karadi (2014) combines high frequency identification 

methods (HFI) with traditional VAR methods.  They have two motivations for using these 

methods.  First, they seek to study the effect of monetary policy on variables measuring financial 

frictions, such as interest rate spreads.  The usual Cholesky ordering with the federal funds rate 

ordered last imposes the restriction that no variables ordered earlier respond to the funds rate 

shocks within the period.  This is clearly an untenable assumption for financial market rates.  

Second, they want to capture the fact that over time the Fed has increasingly relied on 
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communication to influence market beliefs about the future path of interest rates (“forward 

guidance”).   

A key additional methodological feature of Gertler and Karadi’s work is the use of the 

“external instrument” or “proxy SVAR” methods discussed in section 2.   The advantage of this 

method is that one does not need to resort to Cholesky orderings, as long as the external 

instrument satisfies the key relevance and exogeneity properties.  Following Mertens and Ravn 

(2013), Gertler and Karadi estimate the reduced form residuals from their VARS and then use 

their HFI series to identify the structural shocks from the reduced form residuals.  These shocks 

are used to calculate the usual VAR impulse responses. 

In the implementation, Gertler and Karadi estimate the residuals using monthly data from 

1979 to 2012, but then execute the proxy SVAR from 1991-2012 since the instruments are only 

available for that sample.  Their baseline results imply that a monetary policy shock that leads to 

a 100 basis point increase in the federal funds rate results in a decline of industrial production of 

-2.2 percent at its trough 18 months later and a small but statistically insignificant decline in the 

consumer price index.9 

 

3.4 New Results Based on Linking Some Recent Innovations 

I now explore the effects of monetary policy in more detail using the two leading external 

instruments – the Romers’ shocks and Gertler and Karadi’s shocks - and I will also discuss links 

between them.10      

                                                            
9 The authors’ baseline results are for a shock that results in a 25 basis point increase in the one‐year bond.  I 
combined the information in Figure 1 and 3 to construct the estimates given in the text to facilitate comparison 
with other studies. 
10 Smets and Wouter’s (2007) monetary shock estimate is another leading candidate for an external instrument.  I 
did not include their shock only because I am working with monthly data, and their shock is estimated on a 
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3.4.1 Explorations with Romer and Romer’s Shock 

I begin by extending Coibion’s (2012) analysis of the Romer and Romer (2004) shocks 

and consider the effects of employing an instrumental variables approach.   There are two 

reasons that an instrumental variables approach is better than the hybrid VAR.  First, Romer and 

Romer’s hybrid VAR embeds a cumulative measure of their shocks in a VAR, ordered last in a 

Cholesky decomposition and thereby imposes a zero restriction on the contemporaneous effects.  

While it is useful “exogeneity insurance” to purge the Romer’s measure from any predictive 

power based on lagged variables, there is no reason to impose the additional contemporaneous 

zero restriction.   Second, one would expect all external instruments to be noisy measures of the 

underlying shock, as Stock and Watson (2012) and Mertens and Ravn (2013) have argued.  For 

these two reasons the instrumental variables approach is preferred. 

In the first extension, I use Mertens and Ravn (2013) proxy SVAR method.  In the second 

version, I use Ramey and Zubairy’s (2014) external instrument – Jordà (2005) local projection 

method.   

Coibion estimated his systems from 1969 to 1996, whereas I extend the sample through 

2007.  To determine whether the extended sample changes the results of Romer and Romer’s 

hybrid VAR I first re-estimate Coibion’s small hybrid VAR system with the log of industrial 

production, unemployment, the log of a commodity price index, the log of CPI, and the 

cumulative Romer shock in a VAR with 12 monthly lags included.  The data are monthly 

                                                                                                                                                                                                
quarterly frequency.  I will use their other shocks in later sections when I examine shocks that are usually 
estimated on a quarterly basis. 
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updated from 1969m1 through 2007m12.11   Following their procedure, I order the cumulative 

shock last in the VAR and use the Cholesky decomposition.   

Figure 3.1A shows the estimated impulse responses, with the shaded areas are 90 percent 

confidence bands.  The results are very similar to those reported by Romer and Romer (2004) 

and Coibion (2012).  After a positive shock to the funds rate, industrial production shows no 

response for several months and then begins to fall.  The point estimates imply that a shock that 

leads to a peak response of the funds rate of 100 basis points leads to a decline in industrial 

production of -1 percent at its trough.  This response is somewhat smaller in magnitude than 

those found by Coibion for the shorter sample, where the fall was -1.6 percent.  The 

overshooting of production after three years does not appear in Romer and Romer’s estimates, 

but does appear in Coibion’s estimates.  The unemployment rate does nothing for ten months 

after the shock and then finally rises.   Prices do not move for 10 months and then begin to fall.  

Thus, the responses are roughly similar even in the updated data through 2007.  The estimates 

are less precise, though. 

As I discussed in Section 3.3, there is substantial evidence that there might have been a 

structural break in the 1980s, both in the way that monetary policy was conducted and the impact 

of monetary policy shocks on the economy.  Therefore, I explore the results from estimating the 

system on a sample that begins in 1983.  I use Wieland and Yang’s (2015) updated Romer and 

Romer Greenbook data and re-estimate the Romers’ policy rule for 1983 to 2007  to create a new 

series of shocks.  I then re-estimate the model for this shortened period. 

Figure 3.1B shows the impulses responses from the hybrid VAR estimated over the post-

1983 period.  The signs of most of the results change.  Interest rates rise, of course, but industrial 

                                                            
11 I am grateful to Johannes Wieland for sharing his update of the Romer‐Romer shocks and the underlying data 
used in Wieland and Yang (2015). 
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production also rises persistently, unemployment falls, and the price index falls.  The estimates 

are not very precise, but are nonetheless worrying.   

I next estimate a proxy SVAR.  In particular, I estimate the reduced form of Coibion’s 

system with the federal funds rate instead of the cumulative Romer shock and instead use Romer 

and Romer’s monetary policy shock as an external instrument following Mertens and Ravn’s 

(2013) proxy SVAR method (see Section 2 for a description).   

Figure 3.2A shows the results for the sample from 1969 through 2007.  The shaded areas 

are 90% confidence bands using Mertens and Ravn’s wild bootstrap.  A shock to monetary 

policy raises the federal funds rate, which peaks at 1.4 percent by the month after the shock and 

falls slowly to 0 thereafter.  As Coibion has noted, this drawn-out federal funds rate response is a 

feature of the Romer-Romer shocks.   The response of industrial production is different from the 

one obtained using the hybrid VAR.  In particular, industrial production now rises significantly 

for about 10 months, then begins falling, hitting a trough at about 29 months.  Normalizing the 

funds rate peak, the results imply that a shock that raises the funds rate to a peak of 100 basis 

points, first raises industrial production by 0.5 percent at its peak a few months after the shock 

and then lowers it by -0.9 percent by 29 months.  The unemployment rate exhibits the same 

pattern in reverse.  After a contractionary monetary policy shock, it falls by 0.2 percentage points 

in the first year, then begins rising, hitting a peak of about 0.25 percentage points at month 30.  

The behavior of the CPI shows a pronounced, statistically significant prize puzzle. 

Thus, relaxing the zero restriction imposed by Romer and Romer’s hybrid VAR leads to 

very different results.  A contractionary monetary policy shock is now expansionary in its first 

year and the price puzzle is very pronounced. 
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In fact, Romer and Romer’s zero restriction is rejected by their instrument.  A regression 

of industrial production on the current change in the federal funds rate, instrumented by the 

Romers’ shock, including 12 lags of industrial production, unemployment, CPI, commodity 

prices and the funds rate, yields a coefficient on the change in the federal funds rate of 0.4 with a 

robust standard error of 0.2.  Similarly, the same regression for unemployment yields a 

coefficient on the change in the federal funds rate of -0.12 with a robust standard error of 0.06.  

Thus, Romer and Romer’s hybrid VAR imposes a restriction that is rejected by their own 

instrument. 

I re-estimated their hybrid VAR, but this time placing their cumulative shock first in the 

ordering.  This is the more natural way to run a Cholesky decomposition if one believes that their 

shock is exogenous.  When I do this, I find results (not shown) similar to the proxy SVAR 

results.  In particular, the shock has an expansionary effect on industrial production and 

unemployment in the first 10 months.  There is virtually no price puzzle, though. 

The impulse responses for the proxy SVAR estimated for the post-1983 sample are 

shown in Figure 3.2B.  Curiously, the results become more consistent with the standard 

monetary shock results.  For example, the response of the federal funds rate is less persistent.  

Output starts to fall after only three months, and troughs after 18 months.  However, the 

pointwise estimates are not statistically different from zero.12  Normalizing for a 100 basis point 

increase in the funds rate, the decrease in output is -1 percent at the trough.   The unemployment 

rate also behaves more consistently with standard results, doing little for the first 10 months, and 

then rising during the second year.  Some of the pointwise unemployment estimates are 

                                                            
12 Since we care more about the statistical significance of the general pattern, we should test the integral of the 
response for statistical significance rather than each point.  I have not yet had time to work out this extension of 
Mertens and Ravn’s wild bootstrap. 
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statistically different from zero.  Prices rise in this shortened sample, though less so than for the 

full sample and they are not statistically significant. 

A concern I discussed earlier is whether the Romer and Romer shocks control for 

sufficiently long horizons.  Recall the discussion above of Cochrane’s proposition about the 

Greenbook forecasts being a sufficient statistic for creating a shock that could be used to make 

causal statements about monetary shocks on the economy.  I pointed out that since the Romers 

were able to control for Greenbook forecasts of output and inflation for up to two quarters ahead, 

one could make causal statements using their shocks only for the horizon covered by the 

Greenbook forecasts.  The Romers did not control for longer horizons because those projections 

were not available in the early part of their sample.  For the shortened sample I am now 

considering, longer horizon projections are available.  Thus, as a robustness check, I estimate 

new Romer shocks, adding controls for the projections for growth of GDP and the GDP deflator 

at the longest horizon available at the time of the FOMC meeting.13  The dashed lines in Figure 

3.2B, which are barely distinguishable from the solid lines, show the impulse responses using 

this alternative measure.  Thus, this quick robustness check suggests that including longer 

horizon projections does not change the results.  This offers an additional degree of confidence 

that the Romer shock can be used to make causal statements at horizons of a year of more. 

I now investigate using the Romer shocks as an external instrument in a system that 

estimates the impulses using Jordà’s (2005) local projection method.  As discussed above, the  

Jordà  method puts fewer restrictions on the impulse responses.  As discussed above, rather than 

estimating impulse responses based on nonlinear functions of the reduced form parameters, the 

Jordà method estimates regressions of the dependent variable at horizon t+h on the shock in 

                                                            
13 This method is not ideal since the horizon varies over time.  Sometimes the longest projection is four quarters 
ahead, sometimes it is five or six quarters ahead.  It would be useful to investigate some fixed longer horizon in 
further research.   
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period t and uses the coefficient on the shock as the impulse response estimate.  In my 

specification, the control variables included are a constant term plus two lags of the Romer 

shock, the funds rate, log industrial production, log CPI, and the unemployment rate.  The point 

estimates are similar if more lags are included.14 

Figure 3.3A shows the impulse responses for the full sample.15  The results show a 

pattern that is very similar to the one using the proxy SVAR, where the impulse responses are 

nonlinear functions of the reduced form parameters.  It continues to show that industrial 

production rises significantly for several months before falling.  Once we normalize for the peak 

response of the funds rate, the magnitude the effects are very similar to those from the proxy 

SVAR: a shock leading to a rise of the funds rate by 100 basis points results in output falling by 

1 percent at its trough. 

Figure 3.3B shows the results for the sample starting in 1983.  Here the results look more 

like those from the hybrid VAR on the reduced sample.  Industrial production now rises 

significantly at every horizon and the unemployment rate falls at every horizon.  Prices change 

little until the third year, when they begin to fall.  The strange results are not due to low 

instrument relevance, since the first-stage F-statistics are very high.  Furthermore, I tried a few 

specification changes, such as adding more lags or including a deterministic quadratic trend.  

None of these changed the basic results. 

I would not be so concerned about these results if the confidence bands included zero in 

all cases.  Because the Jordà method imposes fewer restrictions, the impulse estimates are often 

less precise and more erratic.  However, the confidence bands shown, which incorporate Newey-

                                                            
14 If I include too many lags, warning messages appear from the STATA ivreg2 command about the covariance 
matrix.  I think the issue is the correction for serial correlation at longer horizons. 
15 Note that the confidence bands are based on a HAC procedure that is different from the Mertens and Ravn wild 
bootstrap used for the proxy SVARs, so the confidence bands should not be compared across procedures.   
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West corrections, often don’t include zero and thus suggest that the estimates are statistically 

different from zero. 

This exploration highlights the importance of additional restrictions imposed in standard 

monetary models, as well as the importance of the sample period.  Of the six specifications 

shown, including the hybrid VAR used by Coibion and Romer and Romer, only three 

specifications do not suggest an expansionary effect of monetary policy in the first year.  Three 

do not display a significant price puzzle.  The new puzzle with respect to real variables, however, 

is much more concerning. 

 

3.4.2 Explorations with Gertler and Karadi’s Shock 

I now explore specifications using Gertler and Karadi’s (2015) shock based on high 

frequency identification (HFI).   I first consider it in isolation and then examine its relationship to 

the my late sample version of the Romer’s shock. 

Gertler and Karadi were able to take advantage of the new proxy SVAR method since 

their paper is very recent.  Figure 3.4A replicates the results from the baseline proxy SVAR they 

run for Figure 1 of their paper.16  This system uses the three-month ahead fed funds futures 

(ff4_tc) as the shock and the one year government bond rate as the policy instrument.  The other 

variables included are log of industrial production, log CPI, and the Gilchrist-Zakrajsek (2012) 

excess bond premium spread.  Note that Gertler and Karadi estimate their reduced from model 

from 1979:6 through 2012:6, but then use the instruments when they are available starting in the 

1990s.  The results show that a shock raises the one-year rate, significantly lowers industrial 

production, does little to the CPI for the first year, and raises the excess bond premium.  In order 

to put the results on the same basis as other results, I also estimated the effect of their shock on 
                                                            
16 The only difference is that I used 90% confidence intervals to be consistent with my other graphs. 
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the funds rate.  The results imply that a shock that raises the federal funds rate to a peak of 100 

basis points lowers industrial production by about -2 percent. 

To explore the robustness of the results, I then use Gertler and Karadi’s shocks as 

instruments in a Jordà local projection framework, as described above for the exercise I 

conducted using the Romer shocks as instruments.  Again, I include two lags of all variables as 

control variables.  Figure 3.4B shows the results.  We see the same pattern we saw with the later 

sample Romer results using this method.  The only statistically significant response is the interest 

rate response, and again, the effects are much more persistent than in the proxy SVAR 

framework.  Output does little for a year and then rises, though not significantly.  None of the 

other responses is statistically significant. 

I briefly investigated several alternative specifications to see if the patterns would 

change.  For example, rather than estimating the model only from 1990s on, I estimated it 

starting in 1979:6 and set the missing instrument values to 0.  The results were similar.  I also 

explored the reduced form regressions of variables such as industrial production on the shock 

itself in the Jordà framework, allowing for 12 lags of variables.  Again, if anything, the positive 

effects on industrial production started becoming more precisely estimated. 

The fewer restrictions imposed by the Jordà method result in imprecise estimates.  Thus, 

an obvious next step is to use both the Romer shocks and the Gertler and Karadi shocks as 

instruments.  I first set out to see how they were related in the sample in which both were 

available, 1990:1 – 2007:12.17   The correlation between the shocks is 0.26.  This suggests that 

each instrument might contain information not contained by the other, though noise in both 

instruments is another possibility.  I then conducted some further investigations of the Gertler-

Karadi shock.  Several features emerge.  First, the shock is not zero mean.  The mean is -0.013 
                                                            
17 I use my new version of the Romer shocks estimated from 1983 through 2007. 
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and is statistically different from zero.  Second, it seems to be serially correlated; if I regress it on 

its lagged value the coefficient is 0.31 with a robust standard error of 0.11.  This is surprising 

since it is supposed to capture only unanticipated movements in interest rates.  Third, if I regress 

it on all of the Greenbook variables that the Romers used to create their shock, I can reject that 

the coefficients are jointly zero with a p-value of 0.00.  Furthermore, the R-squared of the 

regression is 0.265.  Thus, the Gertler-Karadi variable is predicted by Greenbook projections.  

Gertler and Karadi also worried about this issue, but they performed a robustness check based 

only on the difference between private forecasts and Greenbook forecasts.  They found a much 

lower R-squared (see their Table 4).  When they use their purged measure, they find greater falls 

in industrial production.  I have not investigated the effect of using my purged version of their 

measure. 

I then re-estimated the Jordà specification using both the Romer shock and the Gertler-

Karadi shock as instruments.  I used the variables from Coibion’s system (federal funds rate, 

industrial production, unemployment, CPI, and commodity prices).  Two lags of each variable 

(including the instruments) were included as  control variables.  The joint instrumentation passed 

two key diagnostics.  First, the first-stage F-statistics were very high, indicating instrument 

relevance.18  Second, the Hansen J-statistic test for identifying restrictions were low, with high p-

values, suggesting that one cannot reject the overidentifying restrictions. 

Figure 3.5 shows the resulting impulse response estimates.  The estimates indicate that 

the federal funds rate stays above normal for all four years.  In response, the unemployment rate 

falls significantly and industrial production rises during the first year, falls slightly in the second 

year, and then rises again afterward.   Moreover, some simple changes to the specification, such 

                                                            
18 Olea and Pflueger (2013) show that the thresholds can be higher when the errors are serially correlated, as is the 
case with the Jordà method.  However, even with those adjustments, the tests indicate high levels of instrument 
relevance. 
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as adding more lags or including a quadratic trend did not noticeably change these results.  The 

results are quite perplexing from the standpoint of many researchers’ priors.   

 

3.5  Summary 

 The literature exploring the effects of monetary shocks has made substantial progress in 

the last 15 years.   Researchers now take instrument identification and relevance much more 

seriously when estimating monetary policy shocks.  New methods, such as FAVARs and 

Greenbook forecasts, have improved the conditioning set for estimating monetary policy shocks.  

Structural VARS, sign restrictions and regime switching models have provided alternatives to 

the usual Cholesky decomposition.  Moreover, new measures of monetary shocks have been 

developed using rich external data, such as narrative data, Greenbook projections, and high 

frequency information from financial markets.  Recently published work using shocks estimated 

with external data results in similar conclusions.  In particular, Coibion’s (2012) reconciliation of 

the Romer results with the VAR results suggests that a 100 basis point rise in federal funds rate 

lowers industrial production by about -2 percent at 18 months.  Those results are based on data 

from 1969 through 1996.  Gertler and Karadi’s (2015) research uses high frequency 

identification from fed funds futures and Mertens and Ravn’s (2013) proxy SVAR method to 

find very similar results – a fall in industrial production of about -2 percent at 18 months – for 

the period 1990 through 2012. 

This rosy reconciliation picture disappears, however, when the specifications are 

subjected to some robustness tests.  In particular, my new results suggest that the Coibion 

reconciliation results are dependent on the imposition of the typical Cholesky zero restriction.  

When I instead use the Romer shocks as external instruments in a proxy SVAR, the results imply 
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a significant price puzzle and expansionary effects of monetary contractions.  When I use Romer 

and Romer’s shock and/or Gertler and Karadi’s (2015) HFI shock in a Jordà local projection 

framework, I again often find expansionary effects of contractionary monetary policy. 

As a result, I end this section on the same pessimistic note that Cochrane (1994) ended 

his explorations.  There is still a lot of uncertainty about the effects of monetary policy shocks. 
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4. Fiscal Shocks 
 

This section reviews the main issues and results from the empirical literature seeking to 

identify and estimate the effects of fiscal policy shocks.  In contrast to the case of a monetary 

policy shock, a fiscal shock is much better defined in theory.  Because the legislative and 

executive branches of government often make tax and spending decisions based on concerns that 

are orthogonal to the current state of the macroeconomy, the notion of fiscal policy shocks makes 

much more sense than a monetary policy shock. 

Measuring the empirical effects of changes in government spending and taxes on aggregate 

GDP and its components was an active research area for a number of decades.  The large 

Keynesian models of the 1960s included fiscal variables, and numerous academic papers 

estimated their effects in behavioral equations.   For several decades afterwards, though, research 

on the aggregate effects of tax and spending shocks experienced a lull, punctuated by only a few 

papers.  Most empirical research on shocks during this time instead focused on monetary policy.  

With the onset of the Great Recession and the zero lower bound, however, research energy 

immediately shifted to the effects of fiscal policy.  The recent literature has built on and 

extending the strides made by the few authors working on the topic during the long dormant 

period. 

The following sections will discuss some of the literature since 1990 that has sought to 

analyze the effects of fiscal shocks.  I will begin by considering government spending shocks and 

then discuss tax shocks. 
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4.1 The Effects of Government Spending Shocks 

4.1.1 SVAR and Narrative Methods 

In this section, I will discuss SVAR and narrative methods in detail because these are the 

two most widely used methods.  In the section summarizing the results, I will also discuss 

several other methods that have been used. 

Perhaps the first example of what looks like a VAR-type analysis of the effects of fiscal 

shocks is Rotemberg and Woodford’s (1992) analysis of the effects of military spending and 

employment on macroeconomic variables.  Their purpose was to provide evidence in favor of 

their counter-cyclical markup model, showing that a “demand” shock would lead to 

countercyclical markups.  To do this, they estimated systems with military spending, military 

employment, and a macroeconomic variable of interest (such as private value added and private 

hours worked).  They included lags of the variables in the system, but restricted the VAR so that 

there was no feedback of the macroeconomic variables onto the military variables.  In their 

system, identification was achieved as follows.  To identify government spending shocks that 

were exogenous to the economy, they followed Hall (1980, 1986) and Barro (1981) who argued 

that defense spending is driven by military events rather than macroeconomic events.  To 

identify unanticipated shocks, they regressed the military variables on their own lags and used 

the residuals.  This identification assumes that all relevant information for predicting military 

spending and employment is contained in lags of military spending and employment.  They 

showed that shocks to defense spending raised real wages. 

In a paper analyzing the effects of sectoral shifts in the presence of costly mobility of 

capital across sectors, Ramey and Shapiro (1998) used narrative techniques to create a dummy 
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variable capturing major military buildups.  We read through Business Week in order to isolate 

the political events that led to the buildups in order to create a series that was exogenous to the 

current state of the economy.  We also used this narrative approach to ensure that the shock was 

unanticipated.  We stated: “We believe this approach gives a clearer indicator of unanticipated 

shifts in defense spending than the usual VAR approach, since many of the disturbances in the 

VAR approach are due solely to timing effects on military contracts and do not represent 

unanticipated changes in military spending. “ (Ramey and Shapiro (1998), p. 175.)  Ramey and 

Shapiro (1998) estimated the effects of one of our “war dates” by estimating single dynamic 

equations for each variable of interest, including current values and lags of the war dates and lags 

of the left hand side variable.  A number of follow-up papers embedded the war dates in VARs, 

ordered first in the Cholesky decomposition.  These include Edelberg, Eichenbaum, and Fisher 

(1999), Burnside, Eichenbaum, and Fisher (2004), and Cavallo 2005).  Most applications 

typically found that while government spending raised GDP and hours, it lowered investment, 

consumption and real wages.  Most of these papers did not specifically estimate a multiplier, 

though one can typically back out the implied multiplier from the impulse response. 

In contrast, Blanchard and Perotti (2002) used a structural VAR (SVAR) to explore the 

effects of both government spending and taxes.  They assumed that government spending was 

predetermined within the quarter, and identified the shock to government spending using a 

standard Cholesky decomposition with government spending ordered first.  They found that 

government spending shocks raised not only GDP, but also hours, consumption and real wages.  

Follow-up work, such as by Fatás and Mihov (2001),  Perotti (2005), Pappa (2005) and Galí, 

López-Salido, and Vallés (2007), found similar results.  Mountford and Uhlig (2009) used sign 

restrictions and find only weak effects on GDP and no significant effect on consumption. 
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In Ramey (2011a), I sought to reconcile why the war dates were producing different 

results from the SVARs that used Cholesky decompositions.  I argued that most government 

spending is anticipated at least several quarters in advance, so that the standard SVAR method 

was not identifying unanticipated shocks.  In support of this idea, I showed that the shocks from 

an SVAR were indeed Granger-caused by the Ramey and Shapiro (1998) war dates.   To create a 

richer narrative variable to capture the “news” part of government spending shocks, I read 

Business Week starting in 1939 and created a quantitative series of estimates of changes in the 

expected present value of government spending, caused by military events.  I then embedded the 

news series in a standard VAR, with the news ordered first in the Cholesky decomposition.  In 

that work, I found results that were broadly consistent with the estimates based on the simple war 

dates.  

In follow-up work, Owyang, Ramey,and Zubairy (2013) and Ramey and Zubairy (2014) 

extended the military news series back to 1889.  The military news variable tends to have low 

instrument relevance for samples that begin after the early 1950s, though.  In Ramey (2011), I 

augmented  my analysis by also considering shocks that were orthogonal to professional 

forecasts of future government spending.  Fisher and Peters (2010) created an alternative series 

of news based on the excess returns of defense contractor stocks for the period starting in 1958.  

All of these measures of anticipations have weaknesses, though.  All of them suffer from low 

first-stage F-statistics in some reduced samples, and there is always an issue of whether there are 

confounding events (e.g. rationing during WWII, the effects of exports of military equipment on 

military stock returns, etc.) 

Thus, there are two main differences in the shocks identified across these two classes of 

models.  First, the SVAR shocks are more likely to be plagued by foresight problems.  As I 



51 
 

discussed in section 2, this problem of foresight can be a serious flaw in SVARs.  Second, the 

news alternatives are not rich enough in some subsamples and there may be confounding 

influences.   

 

4.1.2 Summary of the Main Results from the Literature 

 Typically, the literature on government spending has sought to answer one or both of two 

main questions:  (1) Are the empirical results consistent with standard DSGE models?  (2) What 

are the government spending multipliers? 

 Let us begin by considering results that shed light on the first question.  Most versions of 

standard neoclassical theory and standard new Keynesian theory predict that a rise in 

government spending (financed with deficits or lump-sum taxes and not spent on public 

infrastructure, etc.) should raise GDP and hours, but should decrease consumption and real 

wages.  Whether investment initially rises or falls depends on the persistence of  the increase in 

government spending.   It is only when one adds extra elements, such as rule-of-thumb 

consumers and off-the-labor supply behavior of workers that one can produce rises in 

consumption and real wages in a model (e.g. Galí, López-Salido, Vallés (2006)).   

Both SVARs and expectational VARs (EVARs) that use a news variable produce 

qualitative similar results for some  variables.  For example, both typically estimate an increase 

in GDP and  hours and a fall in investment (at least after the first year) in response to a positive 

government spending shock.  In contrast, the SVAR typically implies a rise in consumption and 

real wages whereas the EVAR predicts a fall in consumption and real wages.   

One might assume from this set of results that SVARs produce bigger multipliers.  They 

don’t.  In Ramey (2013a), I compared the effects of government spending on private spending, 
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i.e. GDP minus government spending, of the different shocks based on the various identification 

methods.  If the government spending multiplier is greater than unity, then private spending must 

increase. 

Figure 4.1 reproduces the graphs for the period 1947q1 – 2008q4 for the Blanchard-

Perotti SVAR and two versions of the EVAR, one that uses my military news series and the 

other that uses the Fisher-Peters’ (2010) stock return-based news series.  The Fisher-Peters 

estimates start in 1958q1 due to data availability.   The SVAR specification orders government 

purchases first in a system that also includes private spending, the Barro and Redlick (2011) 

average marginal tax rate, and the interest rate on three-month Treasury bills.  Four lags are 

included, as is a quadratic time trend.  The two EVARs add the relevant news variable, ordered 

first, and use shocks to news as the identified shock. 

The left hand column shows the response of the log of government spending and the right 

hand column shows the response of the  log private spending, i.e., GDP minus government 

purchases.  Consider first the responses of government spending.  The shock identified with the 

Cholesky decomposition in Blanchard and Perotti’s framework results in an immediate jump in 

government spending.  It rises for a few more quarters and then gradually declines.  In contrast, 

the impact effect of  a Ramey news shock or a Fisher-Peters shock on government spending is 

zero (or slightly negative).  These are exactly the results one would expect if these two series 

really do indicate news about future changes in government spending.  In response to the Ramey 

news shock, government spending gradually increases, hitting a peak about six quarters after the 

news arrives.  In response to the Fisher-Peters shock, government spending rises and stays high 

for at least five years. 
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Now consider the responses of private spending shown in the right panel of Figure 4.1.  

Given that the Blanchard and Perotti shock usually implies an increase in consumption whereas 

the Ramey news shock implies a decrease in consumption, it is ironic that when one considers all 

private spending, the Blanchard and Perotti shock implies a bigger decline in private spending.  

The trough in private spending occurs at the same time as the peak in government spending.  In 

contrast, the Ramey news shock initially raises private spending.  The reason is (as shown in 

Ramey (2011)), GDP jumps when the news arrives even though government spending has not 

risen yet.  As government spending begins to rise, private spending falls slightly below zero.  

The Fisher-Peters shock appears to lead to oscillations in private spending that only become 

significantly negative after the third year.  The comparison of the private spending responses 

shows that, contrary to many researcher’s impressions, the Blanchard and Perotti SVAR shocks 

do not imply greater multipliers than the Ramey news shock.19  The DSGE Monte Carlo 

analyzed in Ramey (2009b) shows that when government spending is anticipated, a standard 

SVAR will miss the initial rise in output.  Thus, this provides an explanation for why the SVAR 

would end up predicting lower multipliers.  

I will briefly summarize the responses of subcomponents of private spending and of other 

variables.  When the military news shocks are used, consumer nondurables, consumer durables, 

investment, and real wages tend to fall after a positive news shock.20  Furthermore, real interest 

rates tend to fall for several quarters before returning to normal.  The fall in real interest rates is 

puzzling from the standpoint of any model.  In contrast, when the Blanchard and Perotti shock is 

                                                            
19 These impulse responses only show the within quarter multiplier.  As discussed below, the correct way to 
calculate multipliers is to take the ratio of the cumulative response of output to the cumulative response of 
government spending.  Calculated this way, the SVAR system also produces smaller multipliers.  See, for example, 
the robustness checks in Ramey and Zubairy (2014). 
20 See, for example, Figures X and XI of Ramey (2011).  Ramey and Shapiro (1998) present similar results using the 
war dummy variables. 
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used, nondurable consumption and real wages tend to rise.  Furthermore, real interest rates 

display a significant rise for the first several quarters.  Thus, the two types of identification give 

very different results for some key economic variables. 

Owyang, Ramey, and Zubairy (2013) and Ramey and Zubairy (2014) estimate impulse 

responses using the Jordà (2005) local projection method discussed in Section 2.  The results for 

output are robust to this alternative way of estimating impulse responses.  Ramey and Zubairy 

(2014) also investigated the first-stage F-statistics of the extended military shock relative to the 

standard Blanchard-Perotti shock.  They found that the Blanchard-Perotti shock had very high 

first-stage F-statistics for the first few quarters, but then quickly fell to zero.  In contrast, the 

military shock had low first-stage F-statistics during the first few quarters (as expected, since the 

instrument is news about future changes in government spending), but then rose for medium 

horizons. 

Smets and Wouters (2003, 2007) use an estimated DSGE model to assess the effect of 

shocks to government spending (as well as many other shocks) on macroeconomic variables.  

Their results imply that a positive shock to government spending raises output and hours, but 

lowers consumption and investment.21  Thus, their results imply multipliers that are less than 

unity. 

The second question the literature seeks to answer is the size of “the” government 

spending multiplier.  Unfortunately, most estimates are not for pure deficit financed multipliers 

since most rises in government spending are accompanied by a rise in distortionary taxes, 

typically with a lag.  This caveat should be kept in mind in the subsequent discussion of 

multiplier estimates. 

                                                            
21 Smets and Wouters (2007) do not show all of the impulse responses in their published paper.  They show these 
additional results in a not‐for‐publication supplement. 
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In my survey of the literature on multipliers, Ramey (2011b), I found that most estimates 

of the government spending multiplier in aggregate data were between 0.8 and 1.2.  The only 

multipliers that were larger were (1) those estimated on states or regions; and (2) some of those 

estimated allowing state-dependence.  As suggested in my survey, and as shown formally by 

Nakamura and Steinsson (2014) and Farhi and Werning (2012), the link between estimates of 

multipliers in a fiscal union (e.g. across U.S. states or regions) for aggregate multipliers are not 

entirely clear.  Usually, the cross-section or panel multipliers from a fiscal union will be higher 

than the aggregate multipliers.  I will discuss the issue of state dependence in more detail 

momentarily. 

Since writing that survey, I realized that there were two potential biases in the way that 

many researchers calculated their multiplier, and as a result many reported estimates are not 

comparable.  First, many researchers followed Blanchard and Perotti’s (2002) lead and 

calculated multipliers by comparing the peak output response to the initial government spending 

impact effect.  While comparing values of impulse responses at peaks or troughs is a useful  way 

to compare impulse responses, it is not a good way to calculate a multiplier.  As argued by 

Mountford and Uhlig (2009), Uhlig (2010) and Fisher and Peters (2010), multipliers should 

instead be calculated as the integral of the output response divided by the integral government 

spending response. The integral multipliers address the relevant policy question because they 

measure the cumulative GDP gain relative to the cumulative government spending during a 

given period.  In many cases, Blanchard and Perotti’s  method gives a higher number for the 

multiplier than the integral method.   Second, most researchers estimating VARs use logarithms 

of variables.  To convert the estimates to multipliers, they usually multiply the estimates by the 

sample mean of GDP to government spending ratio.  As Owyang, Ramey,and Zubairy (2013) 
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point out, this can lead to serious biases in some samples.  In the few cases where I have been 

able to adjust the estimates of multipliers to be integral multipliers, I have found that the 

multipliers are often below one. 

With this additional caveat in mind, Table 4.1 shows a summary of a few of the estimates 

of multipliers.  Even with the variety of ways of calculating multipliers from the estimated 

impulse response functions, the values fall in a relatively tight band around unity.   Gechert 

(forthcoming) conducts a meta-analysis of 104 studies of multiplier effects, including many 

different types of analyses from reduced form empirical to estimated DSGE models.   With the 

caveat that the context and experiment varies across studies, Gechert finds that public spending 

multipliers are close to one, while public investment multipliers are around 1.5.  In contrast, tax 

and transfer multipliers tend to be around 0.6 to 0.7.  

 A number of researchers and policy-makers have suggested that multipliers may be state 

dependent.  Auerbach and Gorodnichenko (2012) use a smooth transition vector autoregression 

model (STVAR) and find evidence of larger multipliers in recessions.  Ramey and Zubairy 

(2014) use the Jordà (2005) method (also used by Auerbach and Gorodnichenko (2013) in a 

panel of countries) and find little evidence of state dependence, based on recessions, elevated 

unemployment rates or the zero lower bound.  They argue that their different finding is not so 

much due to the underlying parameter estimates but rather to the additional assumptions that 

Auerbach and Gorodnichenko (2012) made when transforming those estimates into multipliers. 

 

4.2 The Effects of Tax Shocks 

4.2.1 SVAR and Narrative Methods for Unanticipated Tax Shocks 
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One of the first systematic analyses of macroeconomic tax effects outside of the large 

Keynesian empirical models was Blanchard and Perotti’s (2002) analysis.  They used a structural 

VAR approach in which they identified tax shocks by imposing the elasticity of net taxes to GDP 

estimated from other studies.  The value of the elasticity they imposed was 2.08.  Their results 

implied “multipliers” of -0.78.  I put quotes around “multiplier” because this is not a standard 

multiplier; it is calculated as the trough of GDP relative to the initial shock to taxes.  In section 

4.1.2, I argued that government spending multipliers should be calculated as the integral of the 

response of output divided by the integral of the response of government spending because 

policymakers want to compare cumulative effects to cumulative spending.  The issue is more 

difficult for taxes because there is so much feedback of the output response back onto the tax 

revenue response.  In some cases, a tax cut raises the tax base so much that tax revenue does not 

change.   

Mountford and Uhlig (2009) instead use sign restrictions to identify tax and spending 

shocks.  Their results imply a multiplier of 5 at 12 quarters for a deficit-financed tax cut, when 

the multiplier is calculated as the ratio of the present value of the impulse response functions.  In 

order to compare their results to Blanchard and Perotti, they also calculate “impact multipliers,” 

meaning  the value of the GDP response at a certain quarter to the initial shock impact on the 

fiscal variable.  They find that whereas the Blanchard and Perotti method implies a peak-to-

impact multiplier of 1.3 at quarter 7, Mountford and Uhlig’s results imply a peak-to-impact 

multiplier of 3.6.  Recent work by Arias, Rubio-Ramírez, and Waggoner (2013), however, has 

discovered some potential problems with the implementation of sign restrictions.  They suggest 

that some of the procedures used can result in biased estimates and misleadingly small 

confidence intervals. 
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In the context of the Blanchard and Perotti (2002) set-up, Caldara and Kamps (2012) 

demonstrate how the estimated multiplier depends crucially on their assumption about the 

elasticity of net tax revenue to GDP.  Particularly important is their demonstration of how a 

small change in the assumed cyclical elasticity parameter can result in large changes in the 

estimated tax multiplier; to wit, this seems to be a case of a “multiplier multiplier” on the 

assumed elasticity!  Caldara and Kamps (2012) propose a new method, which involves imposing 

probability restrictions on the output elasticities of taxes and spending.   When they implement 

this method, they find peak-to-impact multipliers of 0.65 for tax shocks and peak-to-impact 

multipliers greater than unity for government spending shocks.   

Barro and Redlick (2011) construct a new series of average marginal tax rates using IRS 

data and analyze its effects in a system that also considers government spending in annual data 

extending back to 1917.  In their baseline specification, they find that an increase in the average 

marginal tax rate of one percentage point lowers GDP by 0.5 percent.  Their calculations indicate 

a tax multiplier of -1.1. 

Romer and Romer (2010) use narrative methods to identify tax shocks.  Based on 

presidential speeches and congressional reports, they construct several series of legislated tax 

changes and distinguish those series based on the motivation for enacting them.  They argue that 

tax changes motivated by a desire to pay down the deficit or long-run growth considerations can 

be used to establish the causal effect of tax changes on output.  When they estimate their 

standard dynamic single equation regression of output growth on its lags and on current and 

lagged values of the “exogenous” tax changes, they obtain estimates implying tax multipliers of -

2.5 to -3 at three years.  Leigh et al (2010) use a similar narrative method to study fiscal 
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consolidations across countries.22  Cloyne (2013) uses this method to identify exogenous tax 

shocks in the U.K. 

Favero and Giavazzi (2012) embed the Romers’ series in a somewhat restricted VAR and 

find smaller multipliers.  In a series of papers, Mertens and Ravn (2011b, 2012, 2013, 2014) 

exploit the Romer and Romer narrative tax information in a way that significantly expands our 

understanding of the effects of tax shocks on the economy.  I will focus on several of their 

contributions in this subsection and discuss the others in the next subsection.  First, Mertens and 

Ravn (2011b, 2012) split the Romers’ series into anticipated versus unanticipated shocks based 

on the delay between the passing of the legislation and the implementation of the legislation.  

Romer and Romer had timed all of their shocks to coincide with the implementation rather the 

legislation.  I will discuss the findings using unanticipated shocks here and discuss the findings 

using anticipated shocks below.  Second, in their 2013 paper, Mertens and Ravn (2013) 

decomposed the unanticipated parts of  the Romer series into personal income tax changes and 

corporate income tax changes and showed the differences in the two types of cuts on the 

economy.  In their 2014 paper, Mertens and Ravn (2014) reconciled the Blanchard and Perotti 

SVAR estimates with the narrative estimates by introducing the proxy SVAR method discussed 

in detail in previous sections.   

Let’s consider the fiscal version of the trivariate model discussed in equation (2.3) in 

Section 2.  Let Y denote variables associated with output, G, government spending, and T, tax 

revenues.23  The reduced form residuals, u, are related to the structural shocks, ε, as follows: 

                                                            
22 The Leigh et al attempts to address measurement concerns in the very large literature on the effects of fiscal 
consolidations across countries, perhaps best exemplified by Giavazzi and Pagano (1990, 1996), Alesina and Perotti 
(1995, 1997), and Alesina and Ardagna (1998, 2010). 
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௧ݑ
ீ ൌ ௧்ߝ்ߪ்ߙ ൅ ௧௒ݑ௒ߙ ൅	ߝீߪ௧

ீ   

௧௒ݑ    (2.3) ൌ ௧்ߝ்ߪ்ߚ ൅ ௧ݑீߚ
ீ ൅	ߪ௒ߝ௧௒  

௧்ݑ ൌ ௧ߝீߪீߛ
ீ ൅ ௧௒ݑ௒ߛ ൅	ߝ்ߪ௧்  

 

Blanchard and Perotti identification makes the following two sets of assumptions.  First, they 

assume that government spending does not respond within the period to output or to other fiscal 

shocks (due to decision and recognition lags): ்ߙ ൌ ௒ߙ ൌ 0.  Thus, the reduced form residual in 

the government spending equation is identified to consist entirely of the government spending 

shock.   Second, they calibrate the value of the cyclical sensitivity of net taxes are calibrated to 

outside estimates:  ߛ௒ ൌ 2.08. 

 As discussed in Section 2.3.6, Mertens and Ravn’s (2014) proxy SVAR provides a new 

method to identify shocks using external instruments.  In particular, they regress ݑ௧௒ from 

equation (2.3) above on  ݑ௧், using the Romer shock as an instrument.  This leads to an unbiased 

estimate of  ்ߪ்ߚ.  We can then use the estimated residual from that regression as one of the 

instruments in the regression of ݑ௧் on ݑ௧௒  and ݑ௧
ீ.  (The additional instrument depends on how 

the government spending shock is identified.)  This regression identifies ீߪீߛ	 and ߛ௒.  The 

standard deviation of the residual from this regression provides an estimate of ்ߪ. When they 

implement their method, they estimate ߛ௒ ൌ 3.13	with a 95% confidence band of (2.73, 3.55).  

                                                                                                                                                                                                
23 Blanchard and Perotti actually used net taxes, meaning taxes less transfers.  I follow Mertens and Ravn and use 
taxes.  One could augment the system to include transfers as a fourth variable and use Romer and Romer’s (2014) 
narrative‐based transfer shock series as an external instrument. 
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Thus, their results suggest that Blanchard and Perotti’s preset estimate of 	ߛ௒ is too low.  Setting 

the tax elasticity to output too low results in estimated tax shocks that include a reverse causality 

components (i.e. there is a positive correlation between the cyclical components of taxes and 

output because of the positive causal effect of output on tax revenues).   This is also an excellent 

example of Caldara and Kamps’ (2012) insight on the link between the assumed tax elasticity 

and multipliers. 

It is useful to investigate these results in more detail.  To do this, I use Mertens and Ravn 

(2014) specification, data, and sample.  The specification is a trivariate SVAR with government 

spending, output, and tax revenue, all in real per capita logarithms.  The SVAR includes four 

lags of the variables in addition to a quadratic trend and a dummy variable for the second quarter 

of 1975 (following Blanchard and Perotti (2002)).  The tax shock is Mertens and Ravn’s 

unanticipated shocks extracted from the Romer narrative, demeaned as they describe. 

 Figure 4.2A shows the impulse responses for tax revenue and output from their proxy 

SVAR using their programs.24   The results show that a positive Romer tax shock that has an 

impact effect on tax revenues equal to one percent of GDP  raises tax revenue for several 

quarters, and then lowers it below zero (though not statistically different).  Output falls 

significantly on impact and troughs around -3 after a year.  The magnitude of the results are 

similar to those found by Romer and Romer (2010) with their entire exogenous series. 

When estimating this system, though, I noticed several important features.  First, the first 

stage regression of tax revenue on the unanticipated tax shock (controlling for the lags of the 

other variables in the VAR) has an F-statistic of 1.7 (based on robust standard errors), which 

                                                            
24 This is the same as Mertens and Ravn (2014) Figure 4 with the signs reversed to examine the effect of a tax 
increase. 
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suggests a possible problem with instrument relevance.25 26 Stock and Watson (2012) also 

noticed problems with first-stage F-statistics of some of these external instruments in their 

dynamic factor model.  The theoretical results suggest that running IV with instruments that are 

weak biases estimates toward the OLS estimates.  When I estimate the effect of a change in 

current tax revenues on  current output using OLS (and controlling for the other lagged variables 

in the VAR), I estimate a coefficient of 0.17 with a robust standard error of 0.028.  When I 

estimate the same coefficient using the Romer tax shock as the instrument, I estimate a 

coefficient of -0.34 with a robust standard error of 0.35.  Thus, the IV estimate is very far from 

the OLS estimate.   In contrast, the Blanchard and Perotti identified shock has a huge first stage 

F-statistic.  When I use their identified tax shock as the instrument, I estimate a coefficient of -

0.084 with a robust standard error of 0.036.  Thus, the Blanchard-Perotti shock gives an estimate 

that is closer to the OLS estimate (though still very far).  When I use both as instruments for tax 

revenues, I overwhelmingly reject the overidentifying restrictions and obtain an estimate that is 

similar to the Blanchard-Perotti estimate.  If one just focuses on the results using the Romer 

shocks, but takes into account that the low relevance may be biasing the estimates toward the 

positive OLS estimate, this means that the effect of taxes on output may be even more negative 

than estimated by Mertens and Ravn. 

A second issue is the precision of the impulse responses.   Mertens and Ravn’s (2014) 

confidence bands do not appear to take into account the sampling uncertainty of the effect of the 

estimated shock on tax revenue; note that their tax revenue impulse response looks like a “moray 

                                                            
25 Stock, Wright, and Yogo (2002) recommend a threshold for the first‐stage F‐statistic of 10 to be confident that 
there is not a weak instrument problem. 
26 If I don’t use robust standard errors, the F‐statistic is 4. 
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eel,” meaning that the confidence band is equal to the point estimate at horizon 0.27  Thus, their 

confidence bands could be over-stating the precision of the result. 

To investigate these issues more closely, I re-estimated their specification using the Jordà 

local projection method and the Romer tax shock.  I first estimate the reduced forms.  As 

discussed earlier, this involves regressing the dependent variable at t+h on the shock at t, 

controlling for lags of other variables.  To be consistent with Mertens and Ravn’s specification, I 

use the same lags and variables in their proxy svar.  Figure 4.2B shows the impulse responses 

from the reduced form.  Tax revenue increases in response to the shock initially and then falls 

below normal.  The confidence bands are wider, both because the Jordà method imposes fewer 

restrictions on the dynamics and  because they incorporate the uncertainty about the impact of 

the tax shock on tax revenue.  In response to the tax shock, output falls on impact  and then 

declines further to about -2 at two years, before beginning to recover.  As usual, though, the 

Jordà method produces more erratic point estimates and wider confidence bands.  Also, as noted 

by Ramey (2013b), the Jordà method sometimes produces strange oscillations at longer horizons.  

However, the point estimates for output for the first few years are broadly consistent with both 

Romer and Romer’s (2010) original results and Mertens and Ravn’s (2014) proxy SVAR.28 

As Mertens and Ravn (2014) note, however, external instruments tend to have 

measurement error, so they should not be used directly in an SVAR.  A natural way to adjust for 

this in the Jordà set-up is to estimate things as an IV (as in Ramey and Zubairy (2014)).  Thus, in 

a second specification I regress output at t+h on the change in tax revenue at t, instrumented with 

                                                            
27 The term “moray eel” confidence bands was coined by Lawrence Christiano (2014) in an NBER Macroeconomics 
discussion. 
28 If I use the Jordà method on the Romer’s original specification and tax shock, I obtain results that are very close 
to theirs.  This is as one would expect since the do not calculate impulses from a VAR. 
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the unanticipated part of the Romer tax shock, also controlling for the same variables as in the 

proxy SVAR (four lags of output, tax revenue, and government spending, as well as the 

deterministic terms).  Figure 4.2C shows the estimated impulse response of output for this 

specification.  The graph only shows the response up through quarter 12 because the confidence 

bands became very wide after that point and showing them would distort the scale of the graph.  

The point estimates for these results look very similar to those for output in panel B.  The 

difference is that the confidence intervals are very wide, always encompassing zero.  Moreover, 

when I test whether the integral of the response for the first 12 quarters is different from zero, I 

cannot reject that it is zero.29 

In sum, my robustness checks on Mertens and Ravn’s reconciliation estimates suggest 

that the point estimates are robust to less restrictive ways of estimating the systems.  My results 

support their findings of multipliers (calculated relative to the impact effect on tax revenue) of -2 

to -3.  My additional robustness checks suggest that instrument relevance may not be as high as 

one would like and that the confidence bands may not be as narrow as their results indicate.  

Nevertheless, I conclude that these results are quite robust. 

Mertens and Ravn (2013) split the unanticipated Romer shocks into changes in personal 

income tax rates versus corporate income tax rates.  They find that cuts in either tax rate have 

positive effects on output, employment, hours, and the tax base.  Interestingly, a cut in the 

corporate tax rate does not decrease corporate tax revenues because the corporate income tax 

base responds so robustly.  Personal income tax cuts tend to raise consumption and investment 

more than corporate income tax cuts do.  See Figures 2, 9, and 10 of Mertens and Ravn (2013) 

for more detail.  

                                                            
29 Reducing the number of lags or control variables changes the results little. 
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4.2.2 Anticipated Tax Shocks 

Theory predicts that anticipated tax changes should have very different effects from 

unanticipated tax shocks.  If agents know that tax rates will increase in the future, they should 

respond by intertemporally substituting taxable activity into the present.  Moreover, as discussed 

in Section 2, foresight about future tax changes can lead to identification problems in a standard 

SVAR.  I will now review some recent results on the effects of anticipated tax changes on 

aggregate outcomes. 

House and Shapiro (2006) consider the effects of the 2001 and 2003 tax law changes that 

phased in changes in the marginal tax rates.  They simulate a DSGE model to predict the effects 

of the law and compare it to the behavior of macro data during the early 2000s.  Their analysis 

indicates that the phased-in tax cuts had substantial effects on macroeconomic variables, such as 

output, labor and investment.  Their analysis suggests that the slow recovery from the 2001 

recession was due, in part, to the phased-in nature of the tax cuts. 

Mertens and Ravn (2011b, 2012) explore the effects of anticipated tax changes by 

splitting the Romers’ narrative tax shock series into anticipated versus unanticipated shocks 

based on the delay between the passing of the legislation and the implementation of the 

legislation.  Romer and Romer had timed all of their shocks to coincide with the implementation 

rather the legislation.  Mertens and Ravn argue that the response of  macroeconomic variables 

should be very different for anticipated versus unanticipated shocks. 

Mertens and Ravn separate out the tax changes that were legislated more than 90 days 

before they were implemented.  Because there are not a large number of these kinds of tax 

changes and because the lags between legislation and implementation vary significantly, Mertens 

and Ravn preserve the  degrees of freedom in their estimation by combining various anticipated 
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tax shocks according to the number of quarters left before implementation.  Thus, their study 

does not trace out the effect of “news” per se; rather, it is more similar to an event study of the 

behavior of variables before and after the tax changes are implemented.   

Figure 4.3 shows Mertens and Ravn’s (2011) estimates of the effects of Romer tax 

shocks that were anticipated.  Quarter 0 is the date of the implementation, negative quarters are 

quarters between the arrival of the news and before the implementation, and positive quarters are 

after the implementation.  The graphs show clear evidence of anticipation effects and 

intertemporal substitution.  Most variables, including output, hours, investment, and durable 

goods consumption expenditures, are higher than average in the interval between the 

announcement of a tax increase and its actual implementation.  After implementation, all 

variables fall below normal, including nondurable consumption.  Thus, the behavior of the data 

is very consistent with the theory. 

Leeper, Richter and Walker (2011) (LRW) construct an alternative measure of expected 

tax changes based on the spread between federal bonds and municipal bonds.  They use their 

new series to inform their theoretical model, but do not estimate effects of shocks to their series 

directly from the data.  In the unpublished supplement to their 2013 Econometrica paper, Leeper, 

Walker, Yang (2013) investigate the effect of their measure on output and show that expectations 

of a future tax increase raise output when the news arrives.  To see how the results compare to 

Mertens and Ravn’s results, I analyze the effects of  LRW’s measure of average expected future 

tax rates from one to five years forward (AFTR15).  Using a Jordà local projection, I estimate 

several sets of regressions at each horizon.  In particular, I regress the endogenous variable of 

interest at t+h on AFTR15 in period t, as well as on four lags of AFTR15, four lags of the 

endogenous variable and four lags of the average federal tax rate (total federal receipts divided 
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by GDP) .  Because I do not orthogonalize the shock with respect to current values of any of the 

other variables, this identification scheme is similar to the one used by Leeper, Walker, Yang, 

where they order the tax news first in the Cholesky decomposition.   

Figure 4.4 shows the estimated responses to “news” that future tax rates will rise.  Even 

though the anticipation variable is from a completely difference source and the model is 

estimated as responses to news rather than as an event study around the implementation, the 

results are remarkably similar to those of Mertens and Ravn’s results. Output, hours and 

investment start rising when the news arrives at period 0 that tax rates will increase in the 

interval between one and five years.  The variables remain high for awhile and then fall below 

normal after a year or so. 

In sum, perhaps the strongest and most robust findings in the fiscal literature are those 

associated with news about future tax changes.  Expectations that future tax rates will increase 

leads to boom now.  This is perhaps some of the strongest evidence that “news” can drive 

economic fluctuations. 

 

4.3 Summary of Fiscal Results 

 In this section, I have summarized some of the main methods and findings concerning the 

effects of fiscal shocks.  For both government spending and taxes, the methods that use external 

narrative series tend to find bigger effects on output than the more traditional SVAR method.  

For both government spending and taxes, anticipation effects are found to be very important. 

 Some of the literature has studied the effects of government spending and tax shocks 

jointly and made statements about “which” multiplier is larger.  Some find larger government 
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spending multipliers, others find larger tax multipliers.  Because of all of the issues discussed 

here, I do not think we have overcome enough of the weaknesses in our methods (fiscal 

foresight, instruments with high relevance, the joint movement of government spending and 

taxes, etc.) to be able to give sufficiently precise estimates to make this comparison. 

 

5. Technology Shocks  
6.  

5.1 Neutral Technology Shocks 
 

In 1982, Kydland and Prescott (1982) demonstrated the (then) surprising result that one could 

produce business cycle movements of key variables from a dynamic stochastic general 

equilibrium growth model beset by only one type of shock: variations in the growth rate of 

exogenous total factor productivity (TFP).   Several empirical regularities supported their 

hypothesis.  First, Solow (1957) showed that 87 percent of the growth in average labor 

productivity from 1909 to 1949 was due to TFP growth.  If TFP growth was so important for 

growth, why not also for business cycles?  Second, at the time that Kydland and Prescott 

published their article, a long-standing stylzed fact was the procyclicality of labor productivity.  

In fact, this stylized fact was a problem for Keynesian “aggregate demand” explanations of 

business cycles, since diminishing returns would predict countercyclical labor productivity.  

Typically, the aggregate demand driven-business cycle literature had to resort to stories of labor 

hoarding or increasing returns to explain the procyclicality of labor productivity. 

In follow-up work, Prescott (1986) used the Solow residual as his measure of exogenous TFP 

and used the standard deviation of that series along with his model to argue that the bulk of 

business cycle fluctuations could be explained by technology shocks.  Beginning in the 1990s, 



69 
 

though, several new results emerged that cast doubt on using the Solow residual as an exogenous 

technological progress for the purpose of business cycle analysis.  First, Evans (1992) showed 

that variables such as money, interest rates, and government spending Granger-caused the Solow 

residual.  Second, Hall (1988, 1990) developed a generalization of the Solow residual framework 

that relaxed the assumptions of competition and constant returns to scale.   This framework 

demonstrated how endogenous components could enter the Solow Residual.  Third, a number of 

papers, such as Shapiro (1993), Burnside, Eichenbaum, and Rebelo (1995), Basu and Kimball, 

(1997)  used proxies such as the workweek of capital, electricity, or average hours to adjust the 

Solow residual for variations in utilization of labor and/or capital.  They found that much of the 

procyclicality of the Solow residual disappeared once it was adjusted. 

Two approaches called into question whether technology shocks even led to business-cycle 

like movements.  Galí (1999) and Basu, Fernald, Kimball (2006) used different methods but both 

found results suggesting that a positive technology shock led to a decline in labor inputs, such as 

hours.  I will discuss each of the approaches with the follow-up work in turn. 

Galí (1999) used long-run restrictions to identify technology shocks.  He argued that a 

standard real business cycle (RBC) model predicted that technology shocks were the only shocks 

that could have permanent effects on labor productivity.  Referring back to the discussion of 

long-run restrictions in section 2.3.7, Galí (1999) estimated a bivariate VAR with labor 

productivity and hours (or employment) and imposed the long-run restriction that technology 

shocks were the only shocks that could have a permanent effect on labor productivity.  Francis 

and Ramey (2005) derived additional long-run restrictions from the theory and used them as an 

overidentification test and found that one could not reject the over-identifying restrictions. 
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Galí (1999) and Francis and Ramey (2005) both assumed that both (log) labor productivity 

and hours had a unit root and that there were first differences were stationary.  As Section 2.3.7 

above demonstrated, imposing long-run restrictions also requires the imposition of assumptions 

on stationarity.  Christiano, Eichenbaum and Vigfusson (2003 argued that it makes no sense to 

model hours per capita as having a unit root since it is bounded above and below.  They show 

that if instead one assumes that hours are stationary and then impose the Galí long-run 

restriction, a positive technology shock leads to a rise in hours worked.  Fernald (2007) noted the 

structural break in labor productivity growth, and when he allowed for that complication, he 

found that hours fell after a positive technology shock.  Francis and Ramey (2009) argued that 

the baby boom led to low frequency (though not necessarily unit root) movements in both labor 

productivity growth and hours worked per capita and that failure to correct for these led to the 

positive correlations found by Christiano et al.  When they corrected for demographics, they 

found that a positive technology shock led to a decrease in hours.  Gospodinov, Maynard and 

Pesavento (2011) discuss various econometric issues that arise in this setting with low frequency 

movements. 

Francis, Owyang, Rousch, DeCiccio (2014) introduced a new method of imposing long-

run restrictions that overcame many of these problems.  They identify the technology shock as 

the shock that maximizes the forecast error variance share of labor productivity at some finite 

horizon h.  Using that scheme, they find that their identified technology leads to a fall in hours 

worked.  A variation by Barsky and Sims  (2011) identifies the technology shock as the one that 

maximizes the sum of the forecast error variances up to some horizon h.   

Several papers have questioned Galí’s (1999) basic identifying assumption that 

technology shocks are the only shocks that have a long-run effect on labor productivity.  Uhlig 
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(2004) argues that capital taxation and shifts in preferences involving “leisure in the workplace” 

can also have long-run effects on labor productivity.  He also introduces a “medium run” 

identification procedure that anticipates the horizon h procedures discussed above.  He finds that 

the impact effect on hours is zero and that there is a small rise afterward.  Mertens and Ravn ( 

Basu, Fernald and Kimball (2006) found that technology shocks were contractionary using a 

completely different method.  Employing insights from Basu and Kimball (1997), they adjusted 

the Solow residual for utilization using hours per worker as a proxy.  When they examined 

shocks to this purged Solow residual, they found that positive shocks to technology led to a 

decline in hours worked. 

 Alexopoulos (2011) analyzed the effects of technology shocks by creating an entirely 

new data series for measuring technology.  She created annual counts of book publications for 

several types of technologies and then studied their effects on several macroeconomic series.    

 

To be continued. 
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Tables and Figures 

 

 

All confidence bands shown on impulse responses are 90% confidence bands.
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Table 3.1.  Summary of Some Effects of Identified Monetary Shocks 
 

Paper Method, sample Impact of 100 basis point 
increase in funds rate 

% of output explained 
by shock 

Price Puzzle? 

Christiano, 
Eichenbaum, Evans 
(1999) – FFR 
identification 

SVAR, 1965q3 – 1995q3  -0.7% at 8 quarters. 44% at 2 years Yes, but very small 

Faust, Swanson, Wright 
(2004) 
 

HFI, 1991m2 – 2001m7 -0.6% at 10 months   

Romer and Romer 
(2004) 
 

Narrative/Greenbook 
1970m1 – 1996m12 

-4.3% at 24 months Major part No, but prices don’t 
change until 22 
months 

Uhlig (2005) Sign restrictions, 1965m1 – 
1996m12 

Positive, but not 
statistically different from 
0 

5 – 10% at all horizons. No (by construction) 

Bernanke, Boivin, and 
Eliasz (2005) 
 

FAVAR, 1959m1 – 
2001m7 

-0.6% at 18 months 5% at 5 years Yes 

Smets-Wouters (2007) Estimated DSGE model 
1966Q1 – 2004Q4 

-1.8 at 4 quarter trough 10% at 1 year (trough) No 

     
Boivin, Kiley, Mishkin 
(2010) 

FAVAR, 1962m1-79m9, 
1984m1-2008m12 

-1.6% at 8 months in early 
period,  
-0.7% at 24 months in later 
period 

 
      

Only in the early 
period. 

Coibion (2012) 
 
 

“Robust” Romer-Romer 
methods, 1970m1 – 
1996m12 

-2 % at 18 months “Medium” part Yes, sometimes 

Gertler-Karadi (2015) HFI-Proxy SVAR, 1979m7 
– 2012m6 (1991m1-
2012m6 for instruments) 

-2.2 % at 18 months      ? No 
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Table 4.1.  Summary of Some Government Spending Multiplier Estimates for the Aggregate U.S. 
Study Sample Identification Implied spending 

multiplier 
Barro (1981), Hall (1986), Hall 
(2009), Barro-Redlick (2011) 

Annual, various 
samples, some 
going back to 1889 

Use military spending as instrument for 
government spending. 

0.6 - 1 

Rotemberg-Woodford (1992) Quarterly, 1947 - 
1989 

Shocks are residuals from regression of 
military spending on own lags and lags 
of military employment 

1.25 

Ramey-Shapiro (1998), Edelberg, 
Eichenbaum, and Fisher (1999), 
Eichenbaum-Fisher (2005), Cavallo 
(2005) 

Quarterly, 1947 – 
late 1990s or 2000s 

Dynamic simulations or VARs using 
Ramey-Shapiro dates, which are based 
on narrative evidence of anticipated 
military buildups  

0.6 – 1.2, depending on 
sample and whether 
calculated as cumulative or 
peak. 

Blanchard-Perotti (2002) Quarterly, 1960 - 
1997 

SVARS, Choleski decomposition with 
G ordered first 

0.9 to 1.29, depending on 
assumptions about trends. 

Mountford-Uhlig (2009) Quarterly, 1955 - 
2000 

Sign restrictions on a VAR 0.65 for a deficit-financed 
increase in spending. 

Romer-Bernstein (2009) Quarterly Average multipliers from FRB/US 
model and a private forecasting firm 
model 

Rising to 1.57 by the 8th 
quarter 

Cogan, Cwik, Taylor, Wieland 
(2010) 

Quarterly, 1966 – 
2004 

Estimated Smets-Wouters Model 0.64 at peak 

Ramey (2011) Quarterly,  1939 - 
2008 and 
subsamples 

VAR using shocks to the expected 
present discounted value of government 
spending caused by military events, 
based on narrative evidence 

0.6 to 1.2, depending on 
sample.   

Fisher-Peters (2010) Quarterly, 1960 – 
2007 

VAR using shocks to the excess stock 
returns of military contractors 

1.5 based on cumulative 
effects.   

Auerbach-Gorodnichenko (2011) Quarterly, 1947 - 
2008 

SVAR that controls for professional 
forecasts, Ramey news. 
 
Key innovation is regime switching 
model 

Expansion: -0.3 to 0.8 
Recession: 1 to 3.6 
(uses a variety of ways to 
calculate multiplers) 
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Table 4.2.  Summary of Some Tax  Multiplier Estimates for the Aggregate U.S. 
 

Study Main sample Identification Implied tax multiplier 
Evans (1969) Quarterly, 1966-1974 Based on estimates of equations 

of Wharton, Klein-Goldberger, 
and Brookings models 

-0.5 to -1.7, depending on 
horizon, type of tax, and 
model 

Blanchard-Perotti (2002) Quarterly, 1960 - 1997 Assumed output elasticities in an 
SVAR.  “Taxes” are actually 
taxes less transfers. 

-0.78 to -1.33 

Mountford-Uhlig (2009) Quarterly, 1955 - 2000 Sign restrictions on a VAR.  Use 
same variables as BP. 

-5 for a tax increase that 
reduces the deficit. 

Romer-Romer (2010) Quarterly, 1947 – 2007 Legislated tax changes driven by 
an inherited government budget 
deficit or to promote future 
growth, based on narrative 
evidence. 

-3, based on peak effect.  
Romer-Romer (2009) show 
that these tax shocks do not 
raise government spending 
significantly, so these are 
close to pure tax shocks. 

Barro-Redlick (2011) Annual, 1917 - 2006 and 
subsamples 

Average marginal income tax 
rate 

-1.1 

Favero-Giavazzi (2011) Quarterly, 1950-2006 Romer-Romer shocks embedded 
in an SVAR 

-0.5 

Mertens-Ravn (2014) Quarterly, 1950 – 2006 Proxy SVAR using Romer-
Romer unanticipated shocks 

-3 at 6 quarters 
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Figure 3.1A.  Romer Hybrid Monetary VAR, 1969m1 – 2007m12    (90% confidence 
intervals) 

 

Figure 3.1B.  Romer Hybrid Monetary VAR, 1983m1 – 2007m12  (90% confidence intervals) 
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Figure 3.2A.  Proxy Monetary SVAR, Romer, 1969m1 – 2007m12  (90% confidence 
intervals) 

 
 
Figure 3.2B Proxy Monetary SVAR, Romer, 1983m1 – 2007m12  (90% confidence intervals) 
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Figure 3.3A.  Monetary Jordà IV, Romer, 1969m1 – 2007m12  (90% confidence intervals) 
 

 
 
 
Figure 3.3B.  Monetary Jordà IV, Romer, 1983m1 – 2007m12  (90% confidence intervals) 
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Figure 3.4A  Monetary Proxy SVAR, Gertler-Karadi, 1990m1 – 2012m6  (90% confidence 
intervals) 

 
 
Figure 3.4B  Monetary Jordà IV, Gertler-Karadi, 1990m1 – 2012m6  (90% confidence 
intervals) 
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Figure 3.5 Monetary  Jordà IV, Romer and Gertler-Karadi Instruments, 1990m1 – 2012m6 
(90% confidence intervals) 
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Figure 4.1  Comparison of the Effects of Government Spending Shocks 
(1947q1 – 2008q4, except for Fisher-Peters, 1958q1 – 2008q4.  90% confidence intervals) 
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Figure 4.2 Effect of Unanticipated Romer Tax Shock, Trivariate VAR, 1950q1 – 2006q4 
(90% confidence intervals) 
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Figure 4.3 Effect of Anticipated Romer Tax Increase, Mertens-Ravn (2011) Estimates 
1950q1 – 2006q4     (90% confidence intervals) 
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Figure 4.4 Effect of News of Future Tax Increase,  Leeper, Richter, Walker (2011) Measure 
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