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With companies like Apple, Facebook, Google, Microsoft, and other major 

communications providers increasingly offering default and end-to-end encryption 

of mobile devices, smartphone operating systems, and a range of communications 

products, the domestic encryption debate is heating up. On the one hand, civil 

libertarians, human rights defenders, and a range of intelligence officials praise 

these developments as a way to keep private communications private, protect against 

cyberespionage and cyberterrorism, and enable dissidents and human rights activists 

to build social networks and operate more safely under repressive regimes.1 On the 

other hand, FBI director James Comey and other state and federal law enforcement 

officials increasingly warn that law enforcement is “going dark”—referring to the 

inability to access communications or other data in a readable form.2

At the same time that default and end-to-end encryption enables dissidents to 

communicate, it also enables terrorists and other criminals to plot and plan without 

fear of detection. It means that even when a judge signs off on a warrant based on 

probable cause to believe that a particular device or account contains evidence of a 

crime that has been or is about to be committed, law enforcement cannot unlock 

the smartphone or obtain the relevant data in readable form. The concern is that 

criminals may go free, and dangerous plots may be left undetected. Comey and other 

law enforcement officials want US-based companies to provide sought-after data in 

readable form—and to maintain the technological capacity to do so.3 But the approach 

is controversial; a powerful coalition of companies, civil liberties groups, and many 

others decries such efforts at mandated access as undercutting security for us all.

This is a domestic debate with global reach. (It is also a debate that is playing out 

simultaneously in other nations as well.) The Internet, after all, is a global system;  

US-based companies operate multinationally and sell their products around the world. 
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Regulations or mandates imposed in one nation often have a ripple effect extending 

far beyond the nation’s borders.

As a result, the debate often turns to the international—with both sides warning of the 

global side effects of the policies they oppose. The claims are varied, covering both the 

ways in which US regulation will have negative effects globally and the way in which 

the internationalization of digital communication networks will affect US regulatory 

efforts. Among the many concerns: If the United States demands access, repressive 

regimes will as well;4 if the United States demands access, users will simply switch 

to non-US based providers, thus harming US businesses;5 and if the United States 

demands access, the security of Internet users around the world will be undermined—

and both users and governments worldwide will be exposed to an increased risk of 

malicious cyber attacks.6

Conversely, law enforcement and security officials deplore the international 

costs of doing nothing. The United States, after all, is home to the lion’s share of 

communications providers. It has, as a result, regulatory jurisdiction over a significant 

majority of companies that control the world’s data. If US-based companies are 

technologically unable to respond to lawful process, then they will effectively be 

exporting a security risk—the reduced ability to detect and respond to criminal 

activity—around the world.7

The purpose of this essay is to tease out these international effects arguments and 

their implications for the domestic regulatory process. What are the specific, potential 

international spillover effects of the specific regulations or orders being considered? 

How should these potential effects be substantively evaluated and weighed? What do 

they mean in terms of regulatory processes and goals that should be pursued?

My conclusion, perhaps unsurprisingly, is that these international effects matter. 

But they are incredibly difficult to evaluate. They depend, in significant part, on the 

degree and distribution of what I call the substitution effect—namely, the ease and 

willingness of consumers to substitute foreign-based products for US-based products 

subject to US regulatory and/or law enforcement jurisdiction and control. The degree 

and distribution of this substitution effect in turn depend, in part, on a range of 

factors that are largely outside of the US government’s control, including foreign 

government policies and practices, product design of foreign-based providers, and 

consumer preferences, which are based in part on social trends. Put another way, 

the effects are bidirectional and dynamic. US policies and practices have a spillover 

effect internationally, but the policies and practices of foreign actors simultaneously 
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influence the effectiveness of any decryption and thus the scope and distribution of 

any US spillover effect.

This, of course, makes it difficult to evaluate, ex ante, the probable international 

spillover effects of any given policy or practice. But that is not to say they should be 

ignored. Rather, the international spillover effects are potentially significant, affecting 

both the effectiveness of any policy and the likely costs and benefits that will ensue. 

They should be monitored, assessed, and taken into account in the ongoing policy 

calculus, to the extent possible.

The remainder of this essay proceeds as follows: part 1 begins with a brief 

categorization of the decryption efforts being pursued; part 2 categorizes the 

international effects claims and explains how they map onto the different decryption 

efforts described in part 1; and part 3 evaluates the implications for the regulatory 

process. Even if new statutory decryption requirements are not adopted, decryption 

efforts continue nonetheless—in the form of court-ordered access and hacking efforts. 

The potential international spillover effects of these efforts should be evaluated and 

accounted for in policy design and practice.

1. The Decryption Mandates

It is uncontested that encryption hinders law enforcement’s ability to access sought-

after communications and other data that can be critical in the investigation of crime. 

It is also uncontested that encryption protects both individual users and governmental 

agencies from cybercriminals and other malicious attackers and facilitates the ability 

of individuals to keep personal information private. As a result, no one—even the 

law enforcement officials most concerned about the prospect of “going dark”—

proposes a blanket ban on the use of encryption on personal devices or for personal 

communications. Rather, three main responses to default and end-to-end encryption 

are currently being considered: (1) a “front door” mandate requiring that providers 

maintain, as an element of product design, a way to access some or all devices, 

smartphone operating systems, and communications products; (2) ad hoc, compelled 

assistance that depends, in part, on the feasibility and burdensomeness of the sought-

after assistance; and (3) a judicially sanctioned hacking regime. There is wide variation 

as to how each of these might be operationalized—and the specific details matter. But 

for the purpose of this discussion, I will group the ongoing decryption efforts into 

these three general buckets.

It is also important to note that while the “going dark” discussion is most often linked 

to the encryption debate, law enforcement’s concerns are actually much broader. They 
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encompass end-to-end and default full disc encryption, but they also extend to other 

technological choices that limit governmental access, including use of anonymization 

tools and security defaults that erase a device after a certain number of incorrect 

password guesses.8 This discussion covers the full array of technology-based efforts to 

provide law enforcement access to data in a readable form, including efforts to unlock 

devices—bundling all such efforts under the general heading of “decryption.” The 

discussion thus encompasses efforts to access both data in motion and data at rest and 

operates at a relatively high level of generality. In practice, however, there are often 

nuanced legal, policy, and technological distinctions in terms of how these categories 

of data are treated and exploited.

A. Front Door Mandate

A front door mandate requires providers to maintain or develop a way to access 

encrypted communications in decipherable form in response to a lawfully obtained 

court order. There are several different forms such a mandate could take. One widely 

discussed proposal, put forward by Senators Richard Burr and Dianne Feinstein, the 

chair and vice chair of the Senate Select Committee on Intelligence, respectively, 

would require a wide range of Internet service providers (ISPs), device and software 

manufacturers, and other parties involved in the processing or storage of data to either 

turn over sought-after data in an “intelligible form” or provide the technical assistance 

to do so.9 The requirement applies whether the information is sought by federal, state, 

or local officials, so long as it is pursuant to a court order and in the investigation of 

a range of specifically listed crimes.10 Moreover, it applies in all situations that meet 

the specified criteria, without regard to the feasibility of compliance.11 This, in effect, 

requires providers, manufacturers, and software developers to maintain, ex ante, a way 

to access their users’ data—or risk running afoul of the law.12

Such an approach differs from what has often been described as a backdoor in that it 

is the companies—the providers and manufacturers—that maintain the decryption 

tools, not the government.13 It does not require any specific product design; it just 

mandates that companies maintain some way to decode encrypted devices or data.

The initial Burr-Feinstein proposal represents a particularly broad front door mandate. 

Almost all the key elements—who is entitled to the decrypted data, who is subject to 

the mandate, and the scope of application—are far-reaching. There are other possible 

ways to design a front door mandate that would not be quite so expansive. For example, 

one could specify that only federal law enforcement officials are authorized to compel 

decryption, thereby maintaining national-level control as to when and under what 

circumstances companies were required to decrypt their users’ data or unlock their 
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devices. One could also impose the decryption requirement on a smaller subset of 

companies, individuals, or products rather than the full range of companies involved 

in the processing or storage of data covered by the Burr-Feinstein draft bill. One option, 

for example, would require companies to maintain a way to unlock smartphones and 

other analogous devices, without also imposing an equivalent mandate with respect 

to communications in transit. Such a mandate would, for example, require Apple to 

maintain the means to access the stored data on a recovered iPhone, but it would not 

prohibit end-to-end encryption of iMessages.

The list of applicable crimes that would trigger a decryption mandate also can be 

narrowed or widened, thus decreasing or increasing the frequency by which the 

requirement would be imposed. That said, it is important to note that while any 

such narrowing will limit the situations in which the government could exercise 

the authority to compel, it would not change the key, de facto requirement that the 

provider either maintain or develop the technological capacity to decode its users’ 

devices or data.14 After all, the technology required to unlock a device or decrypt 

communications does not vary by crime.

B. Compelled, Ad Hoc Access

Even under the Burr-Feinstein draft bill, a court order is required; only when such 

an order is in place does the obligation to either decrypt or provide the requested 

technological assistance to do so kick in.

But independent judicial orders mandating decryption may be issued in the absence 

of a legislative mandate that providers maintain the means to provide access. This 

kind of ad hoc, ex post court order is what the US government initially—and very 

publicly—sought with respect to the iPhone recovered in the wake of the San 

Bernardino, California, shooting. Specifically, the government, relying on the All 

Writs Act, asked Apple to override the automatic lock feature that would have erased 

the phone’s data after ten unsuccessful password attempts. While the government 

was ultimately able to unlock the iPhone with the assistance of a private company, 

and subsequently withdrew its request for compelled assistance future cases are likely 

to raise the same issues.15 In fact, a federal prosecutor recently revealed that federal 

law enforcement has relied on the All Writs Act to compel Apple to unlock iPhones 

seventy times.16

One of the oldest federal statutes on the books, the All Writs Act gives courts residual 

authority to enforce their orders.17 It does not provide the independent authority 

to compel. Rather, it serves as a supplemental authority in situations where the 
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government already has obtained a separate, independent order—such as a warrant 

compelling the production of sought-after data.

But a court’s authority pursuant to the All Writs Act is limited. As interpreted by the 

Supreme Court and subsequent case law, application of the All Writs Act requires 

courts to consider at least three factors: first, whether the compelled assistance 

would impose “unreasonable burdens” on the company; second, whether it would be 

“consistent with the intent of Congress”; and third, whether the company’s assistance 

is “necessary” to carry out the court’s order.18 While all three prongs were deeply 

contested by the parties, the question of burden is the most interesting one for the 

purpose of this essay. It considers the practicability and feasibility of compliance and, 

in the San Bernardino case, yielded a debate about the international effect of any 

exceptional access order. I return to these issues in part 2.

Newly adopted legislation in the United Kingdom provides an additional example 

of an ad hoc compelled assistance requirement. The UK legislation authorizes the 

secretary of state, subject to judicial approval, to require the provision of decryption 

assistance when “practicable” for the relevant operators to comply.19 In determining 

what is practicable, the secretary of state must consider both the technological 

feasibility and the cost of compliance.20 Reports indicate that Senators Burr and 

Feinstein are similarly considering revising their draft bill to make technical 

assistance subject to a “reasonable efforts” limitation thereby transforming their front-

door mandate into an explicit statutory authorization of compelled, ad hoc access.21 

Unless these requirements are somehow interpreted to include an ex ante requirement 

that companies maintain the technological capacity to access their customers’ data, 

one could easily imagine a company designing a system with no “practicable” or 

“reasonable” way in—thus avoiding the decryption mandate. Such compelled, ad 

hoc access is thus distinguished from a front door mandate, which either implicitly 

or explicitly requires providers to maintain the technological ability to access sought-

after data.

C. Lawful Hacking

The third option—lawful hacking—is that which was ultimately employed in the 

San Bernardino case.22 The government ultimately accessed the data with the help 

of a third party that discovered and exploited a vulnerability in Apple’s code rather 

than forcing Apple to provide assistance. Such an approach has the advantage of 

protecting providers, manufacturers, and software developers from being forced to 

decrypt the very devices, operating systems, and communication platforms that they 

are working so hard to make secure. It thus relies on already-existing vulnerabilities, 
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rather than generating new ones. In the words of four prominent computer scientists 

who advocate a vulnerability-based approach to communications intercepts: “Instead of 

building wiretapping capabilities into communications infrastructure and applications, 

government wiretappers can behave like the bad guys. That is, they can exploit the rich 

supply of security vulnerabilities already existing in virtually every operating system 

and application to obtain access to communications of the targets of wiretap orders.”23

But such an approach has disadvantages as well. It can be extraordinarily costly, 

making it an unrealistic option in run-of-the-mill cases. The San Bernardino exploit, 

for example, reportedly cost the federal government more than a million dollars.24 

It also relies on the unpredictable ability to exploit vulnerabilities, thus leading 

to situations in which sought-after data may not be available or decipherable in a 

sufficiently timely manner, even in those cases where the government is willing to 

devote the necessary resources to access the data. And it discourages the disclosure 

of known vulnerabilities.25 If the exploitation of vulnerabilities is the only way in, 

law enforcement officials will be incentivized to hold onto their knowledge—and 

not disclose vulnerabilities—so that they can maintain a means of accessing  

sought-after data.

It is also worth emphasizing that a vulnerability-based approach is likely to be pursued 

even if a front door mandate is adopted or if courts widely order ad hoc access. No 

such front door mandates or court-ordered systems of ad hoc access are likely to be 

universal. As a result, there will continue to be situations in which the exploitation of 

vulnerabilities—otherwise known as “lawful hacking”—is the only or fastest way to 

access sought-after data.

2. International Spillover Effects

Debates about the various possible approaches to decryption (and each of the options 

discussed in part 1) are nuanced, heated, and ongoing. My purpose here is to focus 

on one narrow aspect of the debate: the claimed international spillover effects. While 

the anti-decryption proponents are often the most vocal in raising concerns about 

the international effects of attempted regulation, they are not the sole proprietors of 

such arguments. Law enforcement and security officials similarly invoke such claims 

when they warn of the international security consequences of failing to adopt new 

decryption requirements.

Specifically, I identify and assess five of the most oft-cited international spillover 

claims: (a) practical, (b) rights-based, (c) economic, (d) security-based, and 

(e) jurisdictional. In many cases, the international spillover claims are simply a  
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reprise of domestic arguments transposed onto the international stage. The competing 

security concerns are, for example, nearly identical whether one is talking about the 

security of domestic users or the security of foreign users. But other considerations—like 

the practical and rights-based concerns—raise normative and empirical considerations 

that stem from the global nature of the Internet and the global market in devices, 

software, and communication platforms. Moreover, whereas most of these claims relate 

to either a front door mandate or compelled, ad hoc access, a regime of lawful hacking 

also raises unique jurisdictional issues addressed below.

A. The Practical Considerations

A recent report identified 865 hardware and software products that incorporate 

encryption, of which two-thirds originated from outside the United States.26 Another 

report found that eight out of nine encryption applications used by the Islamic State 

for secure communication are either foreign-based or open code (i.e., already in the 

public domain) and thus outside the scope of US regulatory jurisdiction or unlikely 

to be affected by such regulations.27 Many argue that any US-imposed decryption 

mandate (either in the form of a front door mandate or compelled, ad hoc access) will 

be ineffective as a result.28 Users can simply switch to other, foreign-based products 

and providers that are not subject to US jurisdiction or law.

Others, however, contest the thesis that users will switch products in order to 

maximize the security (encryption) of their data. As the scholar Herb Lin points 

out, most users appear to care more about performance, elegance, and convenience 

than the kind of security and privacy that encryption provides.29 To be sure, these 

preferences change with a combination of technological developments and effective 

marketing, but—at least in the short term—the substitution effect probably won’t be 

particularly widespread, according to this view. Yes, one million Brazilians reportedly 

signed up for Telegraph within hours of a Brazilian shutdown of WhatsApp in 

201530
—but that was presumably because WhatsApp had been shut down completely. 

If WhatsApp had still been available, without end-to-end encryption but with its 

functionality intact, any such substitution effect would probably have been much 

reduced.

But even if Lin’s analysis is right (which seems likely), it tells us about the behavior 

of the average user, not all users. Already, sophisticated cybercriminals, terrorists, 

and foreign adversaries are turning to secure technologies outside the regulatory 

jurisdiction of the United States. Such actors will probably pay attention to the US 

government’s decryption efforts and continue to seek out—or develop—products that 

are outside the reach of the United States.
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If correct, this means that a US-based decryption mandate (whether a front door 

mandate or compelled, ad hoc access) will be most effective in addressing the average 

consumer’s use of encryption. Conversely, it will be significantly less effective in 

terms of limiting the use of encryption by sophisticated cybercriminals, terrorists, and 

other malicious actors who are much more likely to find ways to avoid any decryption 

regime. Put another way, it would facilitate local law enforcement access to data in the 

investigation of ordinary crimes, as well as in investigations of less sophisticated lone-

wolf or homegrown terrorists. However, it may not be particularly useful in addressing 

law enforcement access concerns with respect to the more sophisticated, and arguably 

more dangerous, criminal and terrorist actors.

Importantly, any applicable substitution effect is also likely to vary by product. US-

based companies, for example, produce over 95 percent of the operating systems for 

smartphones used worldwide—with Google’s Android, Apple’s iOS, and Windows 

Phone in the lead.31 A decryption mandate as applied to these operating systems is, at 

least in the short term, likely to be highly effective—potentially even with respect to 

the more sophisticated actors—because there are relatively few substitutes available. 

By comparison, a decryption mandate as applied to specific communications apps 

may be significantly less effective. Foreign-based companies produce a wide range of 

communications platforms that are compatible with a range of operating systems.32 

Unless the government were to couple a decryption mandate with a prohibition on 

use of foreign-based applications that fail to comply with US regulatory requirements, 

users can still turn to foreign-based products, many of which employ end-to-end 

encryption. Such a use-based restriction seems improbable; it is hard to imagine that 

such a broad prohibition on the use of foreign-based communication tools, including 

some that the United States helped develop, would have sufficient political support to 

be enacted.

Of course, the probable substitution effects will be minimized if the United States acts 

in conjunction with other international partners, rather than simply acting alone. But, 

at least in the short term, the kind of widespread international cooperation needed 

to meaningfully limit the substitution effects is unlikely. The issues are simply too 

contested, and the range of perspectives too varied, to reach any kind of global (or 

near-global) response to the difficult policy questions posed by encryption. For the 

purposes of this essay, I thus assume the United States is acting alone.

Moreover, even if the international community were somehow able to reach a 

consensus as to the right approach and join forces in implementation, no such 

decryption mandate is likely to fully eliminate the kind of substitution effects discussed 
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here. After all, many encryption tools are open source. The most sophisticated (and 

malicious) actors will look for a way to communicate securely, even if they violate the 

law in doing so.

B. Human Rights Considerations

Dissidents and human rights activists around the world rely on end-to-end encryption 

and the security of their devices to communicate, network with other activists, and 

build political opposition movements in repressive states. The concerns are twofold.

First, if the United States imposes a decryption mandate, the software and devices 

that human rights activists and dissidents rely on to communicate will no longer 

be effective in providing adequate protection. This, however, is not the case if the 

substitution effect discussed above is strong and users can employ circumvention 

techniques to avoid any applicable restrictions on the use of encryption. Thus the 

strength of the human rights concern depends directly on the availability and 

feasibility of employing substitute technologies.

Second, and distinctly, many warn that any US-imposed mandate will either be 

mimicked by, or bolster the implementation of, already-existing mandates by other 

repressive regimes in ways that put human rights activists and dissidents at risk.33 US-

based providers and software developers can currently respond to decryption demands 

by asserting the technological impossibility of doing so. But they will no longer be able 

to make that claim if either US law imposes a front door mandate on such companies 

or ad hoc court cases require decryption—and that fact is known.

Apple made this precise argument in its briefing in the San Bernardino case. In 

claiming excessive burden, Apple warned that the government’s sought-after order 

would “adversely affect Apple’s interests and those of iPhone users around the globe.”34 

Specifically, Apple argued that an order mandating it to develop a way to access the 

phone’s data would threaten the security of its systems and thus hundreds of millions 

of customers—both domestic and foreign.35 It also warned that the government’s 

requested order would lead to increased pressure from foreign governments making 

demands for similar access.36

The government, for its part, disagreed that there would be any significant security 

risk to users, whether domestic or foreign. Moreover, it suggested that the risk of 

increased surveillance by foreign governments was not a legitimate factor for the 

court to consider. In the government’s words: to the extent that the company faces 
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foreign pressure, that “flows from [Apple’s] decision to do business in foreign countries, 

not from the Order.”37 In other words, if Apple were troubled by foreign government 

responses, it should pull out of those markets.38 Such a response, however, does not 

address the broader normative concern about the security of foreign users.

More broadly, many warn that both the US government and US-based companies 

will find it increasingly difficult to argue against decryption mandates employed 

by repressive regimes if the United States is, at the same time, imposing its own 

decryption mandates. Some argue this is a specious concern—that foreign encryption 

laws are not likely to be affected by a US mandate.39 After all, countries like China 

and Russia are likely to demand access no matter what the United States does or does 

not do. And in fact, on July 7, 2016, Russia adopted a new counterterrorism law that 

requires Internet companies to provide to security officials information “necessary 

for the authorities to achieve their statutory goals”—that is, information necessary to 

decode the electronic messages of interest to the government.40

But while certain countries will demand access irrespective of US policy, the existence 

of a US decryption mandate makes it harder for companies to resist both in specific 

individual cases and as a matter of policy. Moreover, while countries are not likely to 

follow in lockstep with US policy decisions in this area, it does seem probable that the 

many nations that are still working out a response to encryption will be emboldened—

or persuaded —to adopt a decryption mandate that resembles, at least in part, US 

practices and policies. Thus, even if the absence of a US mandate does not dissuade 

countries set on mandating decryption from doing so, it is likely that the existence of 

a US mandate would, over time, have the effect of encouraging other nations to adopt 

and implement decryption regimes—and make it harder for US companies to resist 

orders to compel, even when issued by repressive regimes.

C. Economic Costs

The claim is that either a front door mandate or compelled, ad hoc access will reduce 

trust in both US-based providers and US-manufactured devices, thus incentivizing users 

to substitute foreign-based providers and/or purchase foreign-manufactured devices. 

A substitution effect—if widespread—could have significant effects on US companies, 

with a negative impact on the US economy as a whole. As described above, the validity 

of such concerns depends in large part on user preferences. If, as Lin has argued, users 

care more about other features of their devices and applications than about security and 

privacy, then the substitution effect may not be large; if, however, users increasingly 

value robust encryption, then these effects will likely grow over time.
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Moreover, even if there is relatively little substitution among US users, past behavior 

suggests the likelihood of greater substitution among foreign users. The trust deficit 

that occurred after the Snowden revelations, for example, is reported to have cost 

US-based tech companies billions of dollars in lost contracts and sales, largely from 

foreign governments and businesses.41 Assuming those estimates are accurate, they 

suggest that there is likely to be at least some substitution—and economic fallout—

from regulation.

Moreover, it is worth noting that any substitution effect is likely to turn on the 

perceptions regarding the degree of governmental access, rather than the actual reality. 

The US debate about encryption already is, and is likely to continue to be, public, 

vociferous, and protracted. As long as the United States is perceived as mandating 

decryption, users may seek alternative providers and products that are both outside 

the reach of US regulatory jurisdiction and not subject to any US-based decryption 

mandate.42 It also may not matter if other nations also support various forms of 

mandatory decryption, so long as the spotlight is on US-based surveillance. This 

means that even a relatively rare exercise of the authority to demand decryption could, 

if given extensive media and public attention, yield a strong substitution effect. And 

thus it could have a significant economic effect as well.

D. Security Concerns

This is the same security vs. security debate that applies domestically, yet transposed 

onto the international arena. Opponents of a decryption mandate warn of the risks of 

exposure of users’ secure personal and sensitive data and their increased vulnerability 

to cybercriminals. If the United States imposes a decryption mandate, users of US 

products will be less secure—worldwide. I call this the “security risk” of decryption 

requirements.

The degree of this security risk varies by design. A front door mandate creates greater 

security risks than a situation in which courts order decryption on an ad hoc and 

relatively infrequent basis. Lawful hacking regimes also impose potential security 

costs; to the extent that such a regime discourages the disclosure of vulnerabilities, 

then such vulnerabilities remain available to malicious actors as well.

Conversely, proponents of such mandates warn of the costs to international security 

that could result from the inability to access information. From this perspective, a 

decryption mandate carries what I call a “security benefit”—one that, like the risk, is 

exported worldwide.43 Just as the risk increases as the scope of the mandate expands, 
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so too does the benefit. A front door mandate provides the greatest benefit: a lawful 

hacking regime, the least international benefits, unless also coupled with information-

sharing regimes.

That said, as already discussed, even a broad front door mandate is not likely to have 

the same security cost or benefit across different types of products and categories of 

users. As already stated, substitution is much easier with respect to communication 

apps than operating systems for smartphones and other devices. Moreover, 

sophisticated terrorists, cybercriminals, and foreign adversaries are much more likely 

to seek out tools that allow them to communicate securely, whereas more “ordinary” 

consumers may not realize that their data are subject to potential governmental access. 

And they may not be willing or knowledgeable enough to take the extra steps to 

employ more sophisticated encryption tools.

If this analysis is correct, it means that both the security risks and benefits will be 

concentrated on the ordinary user. Meanwhile, the more sophisticated terrorists, 

cybercriminals, and foreign adversaries will be better able to evade regulation. 

Governmental officials will continue to need to find alternative means of accessing 

their communications and devices—if at all.

E. Jurisdictional Issues

There are two sets of jurisdictional issues to consider. First are the jurisdictional limits 

of any proposed action. Obviously, a mandate will only be effective to the extent it 

is accompanied by enforcement authority over either the provider or the user—and 

such enforcement authority is actually exercised. The United States has no control over 

a foreign-based provider that lacks a presence in the United States. Nor does it have any 

direct control over a foreign-based user of such tools. This is an obvious point—and not at 

all unique to the issue of encryption. It is simply worth noting this reality, as it limits the 

scope of any potential mandate. A US decryption mandate would not have any impact 

on the ability of the government to access the communications of two Islamic State 

operatives in Syria who are using a foreign-based app like Telegraph to communicate.

Second, interesting jurisdictional questions arise pursuant to the lawful hacking 

approach to decryption—issues that have also been raised by the separate, but 

related, debate over recent amendments to Rule 41 of the Federal Rules of Criminal 

Procedure. Under the former federal rule, magistrate judges generally can issue warrants 

for searches conducted within their territorial jurisdiction only.44 Some magistrates 

have, as a result, denied search warrants for devices of unknown whereabouts; if 
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the device is of an unknown location, it may be outside the judge’s jurisdiction.45 

But this creates obvious problems for law enforcement, particularly given the rising 

use of anonymization tools as a means of concealing location. A pending change to 

Rule 41 addresses this problem. It explicitly allows magistrates to issue warrants for 

electronically stored media and data in those cases where the location of the media or 

data has been concealed through technological means.46

This, however, raises the prospect that judges may be authorizing searches or seizures 

of data that are located extraterritorially. Data on TOR users, for example, suggest that 

approximately 80 percent of such users are foreign-based—indicating that this is not 

just a possibility but a likelihood.47 Such an extraterritorial search risks being perceived 

as a violation of the other nation’s sovereignty and perhaps criminal laws.48 When, for 

example, US agents investigating a Russian-based computer hacker remotely accessed 

his Russian computer, Russia filed criminal charges against the agents involved.49

3. The Assessment

The international spillover effects are varied, bidirectional, and dynamic. They 

depend to a significant degree on the scale and distribution of the substitution 

effect. This in turn will vary based on the particular regulation being put in place, its 

implementation and enforcement, its interaction with the regulations (or lack thereof) 

of foreign partners, and the reaction of users both domestically and internationally. 

These are in many cases known unknowns.

One possible response is to hold off on new regulations unless and until we can reach 

international consensus with enough of the world’s key players to think that any 

particular mandate will be effective and thus any substitution effect stemmed.50 But 

as already discussed, the diversity of international opinion means that international 

consensus is not something that will be achieved any time soon.51

Others take the position that we simply can’t wait for the international community 

to come together or for the many uncertainties to be resolved—as this may never 

happen, or at least not in a sufficiently timely manner. That, after all, is the clear 

position of Senators Feinstein and Burr. But this barrel-on-forward approach is risky. 

While regulation often takes place in the face of uncertainty, the potentially large 

economic and security costs strongly suggest the need for caution here. And while 

the economic and security costs will decrease as the substitution effect increases, a 

significant substitution effect also means that the potential security benefit, from the 

perspective of law enforcement, will decrease as well.
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Ultimately, whatever one thinks of the merits, the political realities make a front 

door legislative mandate hard to push through even a one-party controlled 

Congress. The debate is simply too polarized and too vociferous to reach the kind 

of consensus needed to pass new legislation on this issue at least in the short term.52 

Importantly, however, this is not the same as a “no decryption” policy. To the 

contrary, decryption efforts continue. Law enforcement officials will continue to 

pursue court-ordered, compelled assistance in unlocking phones or decrypting data, 

pursuant to the All Writs Act. Law enforcement agencies also will continue to seek 

to exploit vulnerabilities as a means of accessing sought-after data—either on their 

own or with the assistance of private parties. These ongoing efforts make courts 

and law enforcement agents the frontline actors in generating and responding to 

international spillover effects. The following sections address a few key implications 

of this reality.

A. The Courts

Courts increasingly are being put on the front lines of deciding encryption policy. 

Yet courts are not institutionally well equipped to evaluate the kind of international 

spillover effects discussed in part 2. Not only are the scope and distribution of any 

likely spillover effect difficult to determine, but they also depend, at least in part, on 

how often compelled access is sought and granted. Yet when a judge issues an order 

in particular cases, he or she has little way to know whether and how the order and 

underlying reasoning will be relied on, expanded, or curtailed in future cases. There 

is thus no way for the judge to know whether a single decryption order will mark the 

beginning of a large-scale, albeit court-ordered, decryption mandate or will operate as 

a one-off order relegated to the specific facts at hand.

Even if these factors were known, such broad-reaching policy considerations—

particularly those that consider the impact on foreign users—are arguably irrelevant 

to the specific case or controversy before the court. In fact, the one international 

spillover effect that seems most appropriate for courts to assess is the one that has 

received the most ridicule from commentators: the business effect on the particular 

party that is before the court. While any claimed economic burden may ultimately 

be too speculative to be cognizable, these kinds of specific harms, relevant to 

the specific parties before the court, are at least the kinds of factors that courts 

ought to consider. By comparison, the broader policy implications as to how such 

an order will affect international security and the human rights of foreign users are 

undoubtedly important questions, but better addressed to the political branches than 

the courts.
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It is thus the responsibility of the executive branch to take into account the potential 

international spillover effects in deciding whether and in what cases to pursue such 

decryption orders. While the executive is also operating in a world of uncertainty, 

and often subject to competing policy goals, it is at least better positioned than the 

courts to both assess and monitor the broader implications of a particular case. This 

suggests the need for a centralized approval process. Federal prosecutors should be 

required to get advance approval from the Department of Justice before seeking such 

orders. Department of Justice approval should depend on a full assessment of the 

potential security, rights-based, economic, and diplomatic implications of any sought-

after orders. Moreover, the international spillover effects of any such orders (or lack 

thereof) should be monitored and learned from. This in time may ultimately provide 

the strongest fodder yet for new statutory regulations, perhaps as a means of reining 

in the executive and the courts or perhaps in an effort to give them greater authority 

to compel.

B. Lawful Hacking Regime

Unlike both a front door mandate and court-ordered access, lawful hacking is not 

likely to yield much, if any, in the way of substitution effects. After all, hacking can be 

used to access US-based and foreign-based products and communication systems alike. 

But they carry consequences that extend beyond our borders in two key areas: first, 

with respect to security; and second, with respect to the jurisdictional and sovereignty-

based interests of foreign nations.

The security concerns have already been touched on: a lawful hacking regime depends 

on the exploitation of existing vulnerabilities. This has the advantage of relying 

on existing security weaknesses, rather than the generation of new ones. Yet it also 

discourages the disclosure of these vulnerabilities, as the disclosure means loss of law 

enforcement access. The continued existence of discovered vulnerabilities contributes 

to an all-around less secure environment; vulnerabilities can then be exploited 

by the good guys (law enforcement agents) and bad guys (malicious actors) alike. 

Moreover, certain kinds of network investigative techniques can introduce their own 

vulnerabilities. These security risks transcend national boundaries.

This suggests the need for executive branch control and clear-cut policies as to when 

the use of potentially intrusive network investigative techniques is permitted, and 

when and in what circumstances vulnerabilities should be disclosed. The decision 

to pursue such tools should, like the decision to invoke the All Writs Act to compel 

provider assistance, be centralized and coordinated within the Department of Justice. 

In general, lawful hacking should be turned to only when other less intrusive means 
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of accessing sought-after information are unavailable. Moreover, it is critical that the 

vulnerabilities equity process—by which government officials determine whether and 

when to disclose vulnerabilities—takes into account the full range of security trade-

offs. The standards and processes employed should be a matter of public knowledge, 

and the process itself should be subject to increased congressional oversight.53

A lawful hacking regime also yields tricky jurisdictional and sovereignty-related issues 

resulting from law enforcement efforts to access data or devices that are located outside 

US territorial jurisdiction. Foreign governments are likely to object to what they 

perceive as extraterritorial hacking—just as the United States would and should object 

if and when foreign governments unilaterally access US-held data. These concerns 

further underscore the need for centralized, federal-level decision-making and clear 

procedures and policies for handling such situations. Among the many considerations: 

in what circumstances should such hacking efforts be pursued; whether and how to 

notify the host country; and whether, in what set of circumstances, and how quickly 

to cease any ongoing exploitation efforts. At a minimum, there ought to be federal-

level control and clear guidelines about how to handle such situations.

This also may be one area where bilateral or multilateral agreement may be possible. 

After all, such cross-border accessing of data, particularly in the exploitation of devices 

or communications of unknown location, is almost certain to take place—instigated 

not just by the United States but by foreign partners as well. The US thus has a role to 

play—and will itself benefit from—mutually agreed-upon norms and practices; this is 

something that should be further explored.

Conclusion

Our digital networks are both global and territorial—increasingly subject to sovereign 

control. This reality has implications for policies and practices with respect to 

encryption as well as to a host of other efforts to regulate global digital communication 

networks. It means that our domestic regulations have international spillover effects, 

and it means that international policies, practices, and technological developments 

affect our ability to effectively regulate such networks. This essay attempts to tease out 

and analyze these effects. It does not provide the answers. There are simply too many 

known unknowns to do so. But it does take the position that these international effects 

matter—in both directions. They matter to the effectiveness of our regulatory efforts, 

and they matter in the ways they affect foreign actors, businesses, and governments.

It is also a mistake to think that the absence of new regulation signifies the absence of 

international effect. To the contrary, the absence of new regulation is itself a policy. 
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So are the ongoing efforts to seek court-ordered compelled access and the use of 

lawful hacking techniques as a means of accessing sought-after data. We should make 

sure that the potential international effects of these efforts are monitored and taken 

into account in determining whether or not to pursue decryption efforts. We should 

mandate centralized review and approval of federal prosecutors’ decisions to seek 

court-ordered decryption assistance. We should develop clearer and more transparent 

rules and procedures regarding the disclosure of vulnerabilities. We should work with 

key allies to address those situations in which our law enforcement agents access 

devices of data outside our borders, and we should learn from these efforts and their 

effects.
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