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DATA PROTECTION FOR THE DISORIENTED, FROM POLICY TO PRACTICE
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Flat light is the state of disorientation, feared among pilots, in which all visual references 

are lost. The effects of flat light “completely obscure features of the terrain, creating an 

inability to distinguish distances and closure rates. As a result of this reflected light, [flat 

light] can give pilots the illusion that they are ascending or descending when they may 

actually be flying level.”1

This is the state of information security today.

Attack surfaces have expanded beyond any organization’s ability to understand, much less 

defend against, potential adverse events. Common interdependencies, once assumed secure, 

are not, rendering entire protocols, infrastructures, and even hardware devices susceptible 

to exploitation.

So large is the deluge of potential security threats that a new phrase has entered the lexicon 

for information security professionals: “alert fatigue.”2 One 2015 study, focused on malware 

triaging efforts at over 600 US organizations, found an average of 17,000 alerts generated per 

week, with only 4 percent of such alerts ever investigated.3 And that’s just malware alerts. 

The information we have at our disposal about our vulnerabilities does little in the way of 

mitigating them.

The problem, then, for information security practitioners and policymakers—including 

government officials, lawyers, and privacy personnel—is one of bearing. When you don’t 

know where you’re going, all directions are equally useless. We simply do not know what 

to focus on, how to spend our energy, what precise regulation is called for, or how to 

significantly disincentivize would-be attackers.

But this state of affairs has not always been the case.

While under siege since its earliest days, the world of information security has always 

had reference points—or ground truths—that, like physical features in a landscape, 

have served as guides to practitioners and policymakers alike. These reference points, 

which we detail below, provided at least a modicum of bearing to those engaged in data 

protection.
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As the aggregate state of information security has deteriorated over time, however, features 

of this landscape have eroded under the pressure of a changing environment, rendering 

past reference points either unhelpful (at best) or disinformative (at worst).

Flat light is now upon us.

We aim, in this paper, both to explain how we arrived at this situation, at least in part, and 

to suggest a path forward.

I. What Was True Then

Reference points create structure among objects moving through space and time. With the 

proper reference points, a pilot can understand where she is heading and at what speed. 

Such references might include features in a landscape like ridges or canyons, large bodies 

of water, major buildings, radio beacons, and more.

The world of information security has had its own reference points, whether explicit or 

implicit, that helped practitioners and policymakers navigate their choices. We aim here to 

describe what this world looked like when these reference points were clear or, at the very 

least, not so clouded.4

For those who wish to skip the history lesson, you may proceed to Section II, in which we 

outline the reference points that currently define—or are in the process of defining—the 

cybersecurity landscape today.

What is “cybersecurity”?

Any discussion of this subject, with as broad and an admittedly ambitious scope as ours, must contend 
with this simple fact: nobody knows what “cybersecurity” means in practice. The concept has, until 
recently, been used as the sum total of the reference points we overview in Section I. The problem, as 
we note throughout this paper, is that many such concepts have become obsolete.

As such, “cybersecurity” is a collective noun in transition, destined to become the new sum total of the 
still-evolving reference points we describe in Section II, yet not having reached its final target. While 
we use the term throughout the paper, we are fully aware of its shortcomings, and ask the reader to be 
so aware as well.

Cyberspace as “space”

We begin with the notion that activities committed in “cyberspace” were informatively 

analogous to real world counterparts.5 Perhaps one of the earliest reference points in the 

world of information security, this idea is literally embedded in the United States Code. The 

Computer Fraud and Abuse Act (CFAA) of 1986, for example, imposes criminal penalties 

on cybercrime premised upon the perceived parallels between physical acts and digital 
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activities.6 The central thesis of the CFAA is that the boundary between legal and illegal acts 

in cyberspace rests upon unauthorized access, just as torts like trespass are premised upon 

crossing a physical threshold between property that is “mine” by items that are “yours.”7

The very notion of cyberspace as an extension of physical space helped to extend traditional 

notions of privacy into the digital domain. Indeed, the long-running distinction between 

being observed and being identified has provided the very basis for digital notions of privacy. 

These notions of privacy trace their way back to the publication of the 1890 article “The Right 

to Privacy” in the Harvard Law Review by future Supreme Court Justice Louis Brandeis and 

attorney Samuel Warren.8 Being observed in a public setting, the theory went, constituted one 

type of activity, having little import to an individual’s “privacy.” But it was a qualitatively 

different type of activity to be identified in public, at least without some type of prior consent.9

Granting cyberspace the veneer of physicality also implied that security and privacy were 

two fundamentally different activities. Privacy, per Warren and Brandeis, consisted of 

the right “to be let alone.” That right manifested as an implicitly legal activity within 

organizations, largely left to lawyers or compliance personnel, who focused on how users 

expected to be observed as they conducted their digital activities or generated new data. As 

a result, privacy laws have been largely written for and carried out by compliance personnel, 

rather than more technical information security practitioners.

Information security practice, on the other hand, was borne from the existence of attackers: 

sentient opponents who sought to penetrate networks via vulnerabilities waiting to be 

exploited. In the world of privacy, the phrase “hands on keyboard” meant writing a memo; 

in the world of security, it meant activities within a command screen.

Thinking of cyberspace as an analog to physical space has felt both comforting and natural 

in that it minimizes the profound, sometimes vexing, differences between acts taking place 

within computer networks and actions in the corporeal world. But as we detail in Section II, 

this framing happens to no longer be true.

Failure is not an option.

With cyberspace as an analog to physical space, it followed that data could be protected 

in ways that paralleled our own notions of physical safety. In the physical world, security 

frequently means the complete absence of harm, at least aspirationally. Physical security 

measures don’t simply aim to minimize harm to physical objects (like the human body); 

they aim to generate protection that is as all-encompassing as possible. This approach was 

extended to the world of cyberspace, where the goal has been to eliminate failure, not 

merely to minimize it.10

As such, practitioners and policy makers alike both sought ways to drive the mean time 

between failures (MTBF) as high as possible. The higher the MTBF, the less frequently 
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failures affect your network. True success was, at least implicitly, defined as an MTBF of 

infinity. This idea relied upon the assumption that a failure could and would be recognized 

as being a failure.

Through that lens emerged the so-called CIA triad, composed of the concepts of 

confidentiality, integrity, and availability. This triad—while far from the whole story—has 

guided data protection efforts since their earliest days, mirroring, in effect, how one might 

go about protecting information in a book or a private journal.11 Within the CIA triad, 

confidentiality has always been prioritized as the first among equals.12

Like a lock on the outside of a personal diary, the dictates of confidentiality were aimed 

at ensuring data were only viewed by individuals who had a key, or by those who were 

granted access by someone who did. The idea that the information inside the journal might 

be corrupted (addressed by the notion of integrity), or that it might not be accessible when 

needed (encompassed by availability), has generally been secondary to the aim of keeping 

that information private.

When issues of integrity did arise, another reference point held that binary ideas of 

“correctness” dictate how data should be protected. Data were either correct or they 

weren’t; they had been tampered with or their integrity remained fully intact. Efforts to 

keep data protected were either successful or they had failed. Keeping track of this binary 

status is what determined whether or how well data had been protected. Indeed, after 

confidentiality, ensuring that data were untampered with has ranked as the next most 

important goal of both information security professionals and information security policies.

The avoid-failure-at-all-costs ideal led to the reference point that diversity is a sufficient 

protection from attackers. The foundational idea came from nature: monocultures 

maximize risk, where a single infectious agent can trigger an extinction. Avoiding 

homogeneity—by encouraging diversity—was a sufficient protection from the worst 

outcomes of the worst attacks. Given enough diversity, something would survive.

In all such cases, failures in information security were viewed as binary—and to be avoided. 

This possibility of total avoidance was a comforting notion that, while once possible, is no 

longer feasible, even with automation.

Ability, and stability, to predict

Past reference points about information security were also based upon temporal 

assumptions relating to our ability to predict what types of systems, or what specific 

locations within such systems, required increased levels of protection. There was—or at 

least there appeared to be—a definable baseline stability underlying the systems we sought 

to protect. Ordinary behavior was reflexively good. Anomalies were reflexively bad.
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As a result, a huge number of information security practices became premised on 

the assumption that it is feasible to determine what is normal á priori. This is most 

particularly seen in its extension to systems like “critical infrastructure,” which US 

administrations have sought to coherently define for decades, as well as to systems within 

organizational networks.13 Indeed, the very idea that systems can be designated as “critical” 

and their “normal” pattern of operation cataloged forms the backbone of information 

security efforts in countries throughout the world.14

Along the same lines, it was understood that we could define the nexus of a network, or its 

most important physical endpoints, by assessing its physical facilities. The physicality of 

these facilities, which we could plot on a map, helped determine what types of data needed 

to be protected, and where.

But technologic trends—the massive adoption of networked technologies, at ever smaller 

units of deployment, feeding ever expanding data to ever cheaper compute power, on networks 

defined solely by their software—have eroded all underlying bases of stability. The rate of 

change created by our adoption of networked technologies has undermined our very ability to 

understand what it is we are adopting. The end result is combinatoric explosion—the number 

of possible modes of interaction is increasing exponentially as ever more components are 

installed.15

We may yet be able to explain our networks today, but we cannot make long-term 

predictions about them. “Normal” versus “abnormal” may have been a useful concept. 

But at high enough rates of change, the distinction becomes a nullity.

(The Illusion of) Control

Because computers run programs, and programs are fundamentally straightforward 

constructions, it has long been a reference point that better programming (and 

programmers) would necessarily make for better outcomes, be it defense against hostile 

actors or resilience to known stimuli. The list of idealized solutions connected to this line 

of thought was long: if only programmers would pay attention to security from the get-go; 

if only management were to concretely prioritize security for their programmers; if only 

customers cared whether the app they so desperately wanted were written by programmers 

paying attention to security as prioritized by their management; if only . . . ​ad infinitum.16

But complexity hides interdependencies that have rendered these solutions less meaningful. 

Every major security breakdown of the last decade, for example, has had more than one 

cause.17 With the rise—and increasing utilization—of machine learning, that complexity 

is set to increase.18 There will, in short, always exist more than one point where better 

programmers, building for better customers, as prioritized by better management, will still 

not be able to anticipate the path to an exploitable vulnerability.
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Indeed, a dual reference point we have long relied upon—from consumers to programmers 

to policymakers—is the hope that security can be made composable, meaning that with 

skillful technique the interconnect of two secure programs would be inherently secure. That 

assumption is false, and proven so regularly.19

The illusion of control now extends to the very concept of ownership as well. Ownership—

the basic idea of applying property rights in cyberspace—extends less and less to both 

computing platforms and our data. It is not new, for example, that computing platforms 

are essentially “rented” through license agreements, rather than purchased outright by 

consumers. But computing environments are now composed of a far-reaching series of 

owners. Rarely can the end user—from an individual to an enterprise—claim much, 

if any, stake in that environment.20

To express this point more directly, we once assumed that consumers could dictate the 

terms of their service. In the past, one might have been able to theoretically assert about 

a software product, “I bought it. It’s mine. I tell it what to do.” No longer.21

II. A Shift in Truths

The above set of reference points, whether acknowledged or even recognized, allowed both 

policymakers and information security practitioners to prioritize their activities and to 

orient their energies in relation to the threats they believed they faced. Like the visibility 

of physical landmarks to navigators, each reference point gave us the ability to assert order 

amid a gale of challenges.

We do not contend that this order never existed, simply that it no longer does.22

In its stead, new reference points have arisen to take the place of what we documented 

above. We highlight ten such reference points below.

1. Actions in cyberspace decreasingly resemble activities in the physical world.

It is said that the practice of law is the search for analogies. The notion of a cyber 

“space” analogized two common ideas: that the boundaries between networks physically 

resembled, and could be thought of as, the boundaries between physical bodies; and 

that the data we use and seek to protect can usefully be thought of as something akin to 

physical objects.

The more we move to cloud-based infrastructure, however, the more these conceptions 

become nonsensical. Our data live less and less on our own local devices and are instead 

stored remotely in massive data centers, which depend on parallelized computing and 

virtual machines.23
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Thirty years ago, we took our data to where the computing was—a university’s central 

computing facility, perhaps. With the innovation of desktop computing, it became possible 

to move the computing to where the data were, and individuals gained easy access to that 

processing. Then came virtualization—which creates multiple simulated environments 

within a single hardware system—and the distal end became once again a display tool, 

while the data have gone back to where the computing is (only now we can’t tell where, 

exactly, “where” is). The next oscillation has already begun: computing is going back to 

where the data reside—in the sensor fabric.

As illustrated in the case In re Search Warrant No. 16-960-M-01 to Google, thinking about 

data as residing in one place, or even as one coherent collection of objects, distorts reality. 

In that case, Google refused to produce records for the US government because the company 

breaks down its communications into multiple components, which are dynamically stored 

in different geographical locations. As a result, the company argued that it lacked the 

capability to determine the precise location of any communication from a user at a specific 

point in time.24

While we leave the substance and logic of Google’s arguments to the courts, we use the case 

to illustrate the growing mismatch between legal conceptions of data and technical ones.25

2. Twentieth-century notions of privacy no longer apply to our activities.

What were once clearly physical activities have now become digitized—that is, turned into 

and stored as data—in nearly every realm of our existence. Our locations are constantly 

mapped and stored in relation to cellular towers; our communications are now conducted 

almost exclusively in digital form; our cars have essentially become software with engines 

and wheels. The list goes on. The very word “surveillance”—attentive, continuous, purposive 

observation— has become nearly meaningless in its ubiquity.

All the data we generate—while seemingly trivial in isolation—yield potentially intimate 

insights about who we are and what we do when those data are aggregated (or “fused”). 

Thinking about our data physically gives the false impression that the combination of our 

data is additive, such that each new correlation adds “1” to some pre-existing sum.

It is not.

The combinatory power of our data is not additive, it is multiplicative, like a compound 

interest calculation, making it nearly impossible for individuals to understand how their 

data will be used or what insight they may, in the aggregate, deliver over time. For the same 

reason data scientists can’t predict what their conclusions will be before training a model 

on a data set, we cannot expect individuals to understand what facts and insights they 

“give up” while generating data. For this reason, privacy frameworks predicated on user 
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consent—in which we rely on users to make meaningful, informed decisions about their 

own privacy—are destined to fail in the aggregate, precisely because no user can know the 

true value of her data at the point it is generated.26

There is, for example, the famous (publicized) case of the retailer Target knowing that a 

teenager was pregnant before her family did, based simply on her shopping habits, which 

Target simply “observed” in public, as it were.27 In 2016, a group of researchers claimed to 

be able to identify, with nearly 90 percent accuracy, whether an individual had committed 

a crime simply based on patterns in facial features.28 Such examples abound, and more are 

coming.29

The ability to draw deeply invasive conclusions about us from disparate, seemingly 

inconsequential data grows by the day. Meanwhile, it has become impossible to refrain from 

generating these types of data, at least if one is to nominally participate in modern society.

What Warren and Brandeis once called the right “to be let alone” is, quite simply, no 

longer feasible. There can be no “alone” when so much of our daily activities generate 

unintentionally—and uncontrollably—sensitive data. New conceptions of privacy must be 

formulated if we are to salvage what’s left of the information we seek to protect. We suggest 

a basis for such conceptions in Section III.

3. Privacy and security are converging.

As traditional notions of privacy have eroded, so too has the distinction between privacy 

and security. New laws focused on data now blend privacy protections with security 

mandates, like the European Union’s General Data Protection Regulation (GDPR) or China’s 

Cybersecurity Law. The GDPR, for example, mandates a host of privacy provisions, ranging 

from what it calls privacy “by design and by default” to specific measures focused on the 

more traditional CIA triad.30 That legislation is among the most recent examples of the 

blending of privacy and security into one field with a more singular, intuitively simpler 

end-goal: the control of data.

At its root, the problem statement for both digital rights management, which seeks 

to enforce copyright and use protection on digital media, and for privacy enhancing 

technologies, which we discuss below, is one and the same: How do you control the use of 

information you own at a distance across both space and time?31

Phrased another way: What, exactly, are we protecting?

In the worlds of both data security and privacy, the answer is increasingly the misuse of our 

data, either by current adversaries or by those we trust at present but may not in the future. 

And because we are not, and cannot be, fully aware of the potential value of all the data we 
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generate, we never know precisely what it is we entrust to others when we hand them our 

data. Anyone, from a privacy perspective, can become an adversary, given enough time.

Indeed, the world in which organizations possessed data they didn’t understand and used 

those data for reasons into which they had limited insight is fading. Instead, new data-

focused legislation, combined with increasing concern over data collection, is moving us 

toward a world where data protection is focused on preserving the rights and expectations 

of the subjects who generated the data and on protecting those data from potential 

adversaries.

That world cannot come fast enough.

From a technical standpoint, given the increasing adoption of machine learning techniques, 

this convergence makes sense. Machine learning models make decisions based on recognizing 

patterns in large volumes of data. These models are susceptible to new types of malicious 

activity that raise both privacy and security concerns, frequently at the same time. By gaining 

insight into how such models make their classifications, for example, researchers have been 

able to conduct attacks that simultaneously undermine both the privacy and security of those 

models.32

What used to be a clear distinction between privacy and security, quite simply, no longer 

exists. What we call “privacy” and “security” are now best and jointly described as “data 

protection.”33

4. Failures cannot be avoided.

Failures—be they lapses in confidentiality, integrity, or availability—must now be 

assumed, both for policymakers and for information security professionals alike. As the 

interdependence of systems whose designers are unaware of each other grows, unpredictable 

events necessarily occur. Like asking, “Will California suffer a bad earthquake?” the answer 

to whether unforeseen, adverse events will take place in environments of increasing 

complexity will always be affirmative—probabilistic events occur eventually. The question, 

then, becomes when (or how soon) such events will occur.34

Approaches to risk management in areas outside of information security are instructive. 

Even in the high-stakes world of medicine or aviation where mistakes can lead to loss of life, 

failure tolerance is not set to zero.

We should then ask: “How many failures is the right number of failures?”

The answer cannot be “zero,” nor should it be. No failures means over-spending, both from 

a resources perspective and in opportunity costs. Failures are a primary component in how 
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we learn. Failures should, when approached systematically and when their risks are managed 

carefully, be central to the cost of evolution. No failure, no advance.35

It is from this reference point that our next arises.

5. The goal of information security consists of driving the mean time to repair, or MTTR,

to zero.

If failures are inevitable, the aim of information security cannot—and should not—be to 

drive the MTBF to infinity. Rather, if failure is a given, what matters is the length of the 

time between failure and repair.36

Take the case of Chaos Monkey, a service created by Netflix to randomly terminate its 

infrastructure systems.37 Given the company’s reliance on infrastructure susceptible to 

random failures, Netflix engineers created a service to ensure failures occurred, and 

therefore built resiliency into their operating model by default. The cause of such failures 

was, of course, internal, rather than the exploitation of vulnerabilities by a third party, but 

the end result was the same: a focus on repair rather than prevention.

We are witnessing a shift, then, from MTBF, which was premised on avoiding failures, to 

MTTR (mean time to repair), which emphasizes our ability to react to and remedy adverse 

events when they occur.

Central to the utility of repair is the ability to detect. And this means that failure 

detection—and the strict avoidance of silent failures—will be among the most significant 

tasks in data protection, if it is not already. We noted the existence of “alert fatigue” at the 

outset of this paper. We fear the future might hold the reverse in store, where the onset 

of failure is slow and delayed, arising from causes unknown. We may well face a world in 

which the material cause of any failure cannot be meaningfully extracted from networks 

too complex for our understanding.

Experience with large software systems tells us how supremely dangerous failure opacity can 

be over time. There are multiple reasons why, but the simplest to describe derives directly 

from the versatility of the system and the expressiveness of its many interfaces. If that 

expressiveness permits subtlety, then rule-sets expressed in the system tend to grow over 

time because operators of that system will tend to avoid analyzing whatever subtleties have 

accumulated. They will instead blindly add special-case allowances and constraints, so as to 

avoid breaking whatever rules came before.

In very little time, the possibility of comprehensively addressing problems diminishes and 

we are left with attempts at symptomatic relief.38 This problem will only be magnified 
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as machine learning is adopted, where the source of the models—the data on which the 

models were trained—may not only be difficult to understand or to access, they may be 

wholly unavailable.

6. Integrity has eclipsed confidentiality in the CIA triad.

Given all these changes, we must also reevaluate the way we approach the CIA triad. 

Specifically, if we assume that failures in confidentiality, integrity, or availability will 

inevitably occur, confidentiality cannot have the priority it once held. What now matters 

most is integrity—namely, understanding and proving which data can be trusted after 

failure has occurred.

We return to the increasing prominence of machine learning as one reason for this shift. In 

a world where machine learning is deployed more pervasively, the importance of integrity 

increases. Machine learning models are shaped by the data they train on. In simpler terms, 

they eat data for breakfast, lunch, and supper too, all the while obeying the rule that “you 

are what you eat.”39 Feed the models cleverly corrupted data, and the models are vulnerable 

in new, unpredictable ways.

Understanding whether—and, if so, how—data were corrupted becomes an increasingly 

critical task.

7. Tracking data provenance, and not simply correctness, is now paramount.

From the growing importance of data integrity arises the significance of data provenance, 

which we loosely define as the ability to trace and record the origins and movement of data 

across databases. Provenance is fast becoming central to data protection.40

Indeed, we submit that provenance is, in fact, now a core part of integrity itself. If we do 

not know where the data came from or what processing they underwent post-collection, 

we cannot protect their integrity. The same goes for the algorithms those data have been 

used to create. In many ways, the realities of machine learning mean that we do not have 

source code, we have source data. And as sources proliferate, we no longer have tests for 

correctness, we have only probabilities.41

8. Diversity without adaptability does not provide sufficient protection against attackers.

Diversity has been deemed a central component in protecting systems from single-cause 

failures that, in the physical world, lead to devastating outcomes (species extinction, 

famine, pandemics, etc.).42 The reason is that only diversity is inherently able to hold off 

common-mode failure.43
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In the world of data protection, however, a range of developments is already beginning 

to decrease the value of diversity. Automated exploitation tools, for example, render 

the value of diversity less than it once was. The growth of networks—and the related 

interdependencies between complex systems—is making diversity harder to sustain and 

to manage.44

In the physical world, the attacker must commit a perfect crime and the police have all the 

time in the world to unravel the mystery. In the digital world, the police must frequently 

craft the perfect defense while the attacker has all the time at her disposal to find a single 

flaw in that defense. This asymmetry, borne from the speed and distance from which 

attacks take place, underpins the demand to have consistent, airtight security. In practice, 

the phrase “consistent and airtight” just about means “all alike,” and all alike is the perfect 

setting for attacks to come without warning. If you are lucky, the black swan doesn’t come 

on your watch.

In other words, in addition to diversity, adaptability among systems is now critical. This is 

especially true amid the universe of systems making up the so-called Internet of Things. 

Such adaptability must allow for continuous updates and monitoring, enabling these systems, 

which constitute an ever-greater proportion of our attack surface, to become nonstatic and, 

therefore, less susceptible to predictive methods of attack. The only alternative is that those 

devices and systems have a built-in, known-in-advance, finite lifetime. Either way, the 

combination of unfixable and immortal is untenable.

This points us to a fork in the road, which all system designers now face. On the one side is 

provable, defect-free correctness in code, followed by brutally rigorous change control; on 

the other side is so-called moving target defense, rapid release, and DevOps, all premised 

upon agility in development and nimble reaction to unforeseen events as they arise. The 

former is increasingly achievable for well-defined stand-alone systems but remains out of 

reach for volatile interdependencies of the sorts found in the types of software systems 

supported only by advertising.45 The latter only works when the rate of change is ratcheted 

upward so that the opponent cannot reverse-engineer the most recent change before 

another is thrust upon her.46 These two approaches are antithetical. Yet both are supported 

by sound scientific research and best practices.

All of which is to say that diversity and adaptability are both achievable—just not all 

at once.

9. Critical infrastructure is based on adoption rates.

What makes something critical infrastructure? Adoption. Adoption is the gateway drug to 

criticality. When enough people depend on something in cyberspace, that something is 

made critical.47
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As has been demonstrated repeatedly, the rate of adoption for new technologies has grown 

over the last century.48 This means that essential aspects of society come into their position 

of criticality with ever less lead time. The law—and its practitioners—cannot keep up.

A sustained and accelerating flux of change puts defenders at a long-term structural 

disadvantage compared to offenders. Long-term predictions upon which planning depends 

become less trustworthy. Self-modifying algorithms, to pick just one technology, make 

this dynamic abundantly clear.49 In environments containing such models, we may simply 

never know what our “attack surface” is. The very concept of attack surface becomes an 

outmoded term the minute we no longer know how an algorithm is adapting to new data. 

Rate of change is one basis of offense’s structural dominance over defense. As such, public 

policy faces the conundrum of whether to slow the rate of change or to cede control of its 

side effects.

This reality stands in stark contrast to the approaches we described above, in which policy 

makers could actively assert what infrastructure within a network was “critical.” The 

changes occurring within the data protection landscape simply cannot be fully mapped out 

in advance. Neither can they be predicted. We have become disoriented precisely because 

we seek stability from an environment that can no longer produce it.

It is from these insights that we draw our final reference point.

10. Your nexus is no longer based on the physical location of your facilities but is based

instead upon the location of your users.

If we cannot predict what constitutes critical infrastructure in advance, does the very idea 

of critical nodes in a network remain relevant?

The answer is yes. But the twist is that what makes these nodes critical is the adoption rate 

of the network’s users themselves, as we noted above. No longer does a network’s physicality 

translate to meaningful insight. It is who is using the network, and the location of the users, 

that matters, not the location of the resources those users use.

In practice, this means an Internet defined by the locations of its users: in other words, 

a balkanized Internet.50 The Chinese government has long understood this truth, basing 

its entire cybersecurity strategy on destination control.51 The European Union’s data 

localization requirements, as exhibited in the GDPR, are a close second.52

We predict that the Internet will be “geocoded” with a precision similar to geocoding the 

mobile phone fleet. Paired with personalization based on surveillance, the Internet will 

appear differently depending on the combined location and identity of each user.53 Of 

course, if cellular phones become the dominant access point to the Internet (as looks all 
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but inevitable), then a geocoded Internet is simply a matter of database management—a 

problem that we’ve long known how to manage, and to manage well.54

III. A Path Forward

What was once a complex, though navigable, landscape has now become increasingly 

onerous. So, from a practical standpoint, what to do?

We suggest a few answers below.55

Restrict data based on use

To begin with, purpose-based restrictions on data must be a central component to 

protecting privacy, or what’s left of it. Restrictions on use must become a core component 

of data protection laws around the world. This isn’t to say restrictions on collection—which 

seek to limit what types of data organizations can collect and when—are completely useless. 

They are simply more useless every day.

Because we cannot understand the insights that massive amounts of data will yield á 

priori, we cannot fully protect data as they are generated. Indeed, in a world of ubiquitous 

connected devices, we can’t even understand which data we’re generating or how we’re 

generating them. And because we cannot stop creating this ever-growing mass of data, 

attempting to protect our privacy rights at the point of collection is futile. As Bruce Schneier 

puts it, “We are getting better, but we are getting worse faster.”56 We might make progress, 

but any gains will quickly be undone.

In practice, this means that data handling restrictions must be enforced throughout the 

entire data lifecycle, forcing organizations in a position to collect data to justify exactly why 

they are utilizing specific datasets and legally bounding the potential reasons for that use.57 

To be meaningful, rather than simply cosmetic, such restrictions must be enforced and 

monitored by a blend of information security professionals, lawyers, and data engineers.

Laws must use intent to define crimes in cyberspace.

Laws directed at digital activities must focus on the intent underlying the action, in 

addition to the means of action. The CFAA in the United States, the country’s major 

cybercrime law, is perhaps the biggest culprit in this area, creating adverse ramifications for 

activities in cyberspace far beyond the United States’ borders. The CFAA defines cybercrimes 

as consisting of “unauthorized access” into a computer or network, which, as we noted above, 

is a direct result of the misconception that cyberspace is analogous to the physical world.

But what if that unauthorized access occurred in the process of researching vulnerabilities 

so that they can be fixed? Or what if a criminal organization sells software designed to 

enable unauthorized access but doesn’t conduct that activity itself?
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Under the CFAA, the answers to both of these questions appear to be the wrong answers. 

Security research is criminalized, pure and simple, if that research results in access that a 

network operator has not explicitly authorized, even if the intent of the research is to benefit 

the security of that network and its users. As a result, the law has had a serious and deeply 

chilling effect in the information security community.

And because the law overemphasizes the importance of access, activity that should 

obviously be illegal—like the rental of botnets or other programs that promote 

unauthorized access—is, at the very least, arguably in the clear. If I license you a program 

that allows you to hack into another computer or network, it is not clear that I have done 

anything wrong, because I haven’t done the actual “hacking.” This is like enshrining in 

law that the government can only go after low-ranking Mafiosi, when it is the high-ranking 

ones who do the most damage. The CFAA’s focus on acts alone, rather than intent, retards 

the pursuit of criminal justice in cyberspace, as some officials within the US Department of 

Justice have themselves noted.58

We expect the current flaws of the CFAA to worsen as machine learning algorithms become 

ever more prominent. The studies we referenced above, in which cleverly manufactured 

input data were fed into machine learning models to generate incorrect predictions, do not 

clearly constitute unauthorized access and are not clearly illegal under the CFAA. And yet 

these types of adversarial activities could directly result in human injury if, say, deployed 

against image recognition systems in self-driving cars to manipulate their classifications, 

to cite just one example.

The fix to these problems is clear: laws governing crimes in cyberspace should be reshaped 

to focus on the intent underlying the malicious activity. If an academic researcher can 

prove or certify the intent of the activity is for research, and if she or he did not cause any 

specific or demonstrable harm, that activity should not be illegal. Conversely, if actions 

undertaken in cyberspace are intended to create or promote malicious activity, those 

actions should be illegal. The onus should be on the actor to prove intent, so extreme 

caution would still reign supreme.

This approach is not without challenges, but there is sufficient legal precedent governing 

intent, or mens rea, that we do not believe this legal construct would be prohibitive from 

a procedural standpoint. Coupling mens rea with actus reus, the act committed, is already 

the central component of much of criminal law. It should be extended to crimes governing 

computing activities as well.59

Embrace digital identification

The drawbacks of identities in cyberspace are enormous. There are potential threats to 

freedom of speech, the loss of the ability to conduct activities anonymously, and many 

more. And yet, despite these downsides, there is simply no way around the formalization 
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of identification online, which will allow organizations—and, yes, governments—to prove 

that an online persona corresponds to an offline individual during certain activities.60

Many such attempts are in process, such as the controversial Aadhaar system in India 

and the Estonian system of online IDs.61 While these systems and others have significant 

shortcomings, the underlying goal of these efforts should not be dismissed out of hand.

If we seek to assert control over our data—which is, we contend, the ultimate goal of privacy 

efforts—then we must be able to formally track which data belong to whom. In other 

words, if you want to exercise your right to be forgotten, you first have to prove who you are.

Positives outcomes will surely arise from the formalization of IDs online, from faster, more 

efficient disbursement of government and other services to better monitoring of fraud and 

other malicious behavior. These benefits should be welcomed by all.

But that’s not why we make the case for online IDs here.

We make the case because, in truth, an online identification system already exists. To argue 

otherwise is to fight the last war. Take as a given the ease with which our information can 

be de-anonymized. Take as a given that social media is a system of informants. Take as a 

given that what is observable by technical means defeats any attempt to be let alone in the 

sense of Brandeis and Warren.

This identification system all but exists in practice. It merely hasn’t been formalized, 

meaning that we already suffer its downsides without reaping its benefits. The wrong actors 

can identify us in cyberspace, should they choose to; the right actors, whom we might seek 

to act on our behalf, don’t yet have that option. This fact is neither pleasant nor fashionable, 

but it is nonetheless true.

We offer no recommendations into precisely how to offer a system of digital IDs. Volumes 

have been written on the subject elsewhere, by opponents and proponents of the idea 

alike. Our main point is merely that this system, to the extent it doesn’t already exist, is 

inevitable. Those who oppose digital identification efforts can best exert their influence by 

attempting to shape that system and prevent its abuses, before those who don’t share these 

concerns begin to.62

Retain the analog

Individuals and organizations must have the effective capacity to forgo digital services 

altogether, meaning that analog alternatives to digital activities must be preserved, even 

if we cannot preserve past conceptions of privacy altogether. It cannot be that individuals 

are forced to choose between the extremes of either “all your data belong to someone 

else” or “go live in the fifteenth century.” Indeed, even the latter choice, while far from 
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ideal, may no longer exist absent substantive moves on the part of governments, which we 

encourage.

As is currently being seriously discussed in Sweden, for example, the fraction of the citizenry 

choosing to be cashless is beginning to depress cash volume to the point that those who do 

not wish to use “digital money” will be left with no money at all.63 As the world saw in Puerto 

Rico after Hurricane Maria and Florida after Hurricane Michael, cashless out-of-choice and 

cashless out-of-disaster are all but indistinguishable.64

But that is only one example. The entire issue of analog alternatives to digital services is at 

once a matter of avoiding cascade failure—something to which analog systems are largely 

immune, but which digital systems are all but universally vulnerable—and a matter of 

human rights, if you believe that digital rights are human rights, as we do.65 The need for 

analog alternatives is then both a moral issue and a national security obligation if we are 

to have resiliency in our networks and our infrastructure.66

In practice, the preservation of analog alternatives requires that those means be used, not 

left to gather dust in the hope than when they are needed they will still work. This requires 

a base load—a body of use and users that keeps the analog working.

And while all politics may be local, all technology is global. We make this point to stress 

that solutions to these problems, taking place in various jurisdictions throughout the world, 

are all ultimately interrelated. The Internet may in fact be balkanizing, but neither local 

solutions nor local issues can be fully separated from the global challenges we confront.

Mandate sustainability

Because failure is now a given, and because diversity is no longer sufficient protection 

from would-be adversaries, the sustainability of our networks and infrastructure must 

be mandatory. By “sustainable,” we mean resilient to changing conditions over time. 

We cannot allow connected devices to become static and unadaptable indefinitely, as 

is occurring with the devices that make up the Internet of Things. If a device has an 

IP address, it must either accept updates or have a finite lifetime. This is an either-or 

design choice that must be required by law.67

Sustainability may be an over-used word, but it applies to the minimal need for failure 

tolerance, which must be based on the ability to receive updates and patches or a designated 

end of life for Internet-connected devices. The growing impact of the “CAP theorem,” which 

describes the trade-offs among consistency, availability, and partition tolerance, cannot be 

ignored.68

Indeed, the range and scale of the problems we face are already evident in the world of 

mobile devices where, as the US Federal Trade Commission noted in a 2018 report, these 
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devices are “not receiving the security patches they need to protect them from critical 

vulnerabilities.”69 This report wasn’t based on information from small-scale or little-known 

manufacturers that we might expect to constitute the Internet of Things. It was based upon 

information collected from eight of the largest mobile device makers on the planet: Apple, 

Blackberry, Google, HTC, LG, Microsoft, Motorola, and Samsung. If these device makers 

can’t collectively manage security updates, how can we expect better from the makers of 

“smart” lightbulbs, toasters, fitness trackers, and more?

The answer: we cannot.

The lesson: sustainability must be legally mandated and not left to a market that prioritizes 

time to deployment. Alternatives to sustainability cannot, and should not, be available 

under the law.

More data is better

By now it’s become commonplace to suggest that more data equal better solutions, as is the 

default mentality in so much of the world of engineering. On the other hand, no data equal 

no solutions—or no good solutions—which is where we oftentimes find ourselves in the 

world of data protection.

Indeed, due to the increasing unpredictability of the data protection landscape, we now 

require real-time data for our decisions and for our policies. For this reason, data relating 

to information security—the data about our data—need to be more easily accessible to 

organizations in both the private and public spheres.70

A few legislative attempts have already been made with these goals in mind. One such 

example is the Cybersecurity Information Sharing Act of 2015, or CISA, which created a 

mechanism for private actors to share and receive threat information with and from the 

United States government through the Department of Homeland Security.71 That attempt, 

while laudable, has failed.72

Under CISA, there is no reward for sharing such information, and too many risks in 

doing so, to incentivize enough organizations to submit and receive the volume of data 

required to create the workable, collective situational awareness to properly understand our 

environment. In CISA’s wake, a few private-sector information-sharing groups have sprouted 

to accomplish the same ends, though none are yet on a large enough scale to create the type 

of holistic—or easily and freely accessible—information landscape we need.

The European Union’s GDPR also requires data sharing from businesses to consumers 

in what it calls a right to data “portability” which would, in theory, allow users to easily 

move their data between the organizations that collect it, just as a cellphone number 

can currently be transferred between carriers in the United States. We don’t believe 
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this attempt will fall quite as flat as CISA’s efforts. But the right to access, retain, and 

transfer data between organizations is destined to run into countless technical and 

procedural hurdles, precisely because the complexity of IT environments is increasing. 

Again, this legislative attempt is laudable, but likely to fall far short of creating the 

type of environment where data are both easily accessible and inherently protected by 

organizations and individuals alike.

Instead, what’s needed is a focus on new technologies and techniques that make data 

sharing faster and privacy enhancing, such as the group of approaches referred to as privacy 

enhancing technologies (PETs), briefly referenced above and frequently promoted by privacy 

advocates.73 Such technologies include differential privacy, homomorphic encryption, 

federated learning, and more.

In a broad sense, PETs use mathematical techniques to modulate the trade-off between 

utility, security, and privacy—a trade-off that all too frequently minimizes security and 

privacy when left to the pressures of the real world, where speed to market trumps all else. 

PETs can allow data to be pooled and shared across organizations without significantly 

increasing the risks in using those data.74

While we refrain from directly recommending any one particular technology here, our 

central point is that novel approaches to data sharing must be embraced if we are to 

overcome the problem that we currently face, where none but a few global technology 

giants have the resources to fully utilize all the data we generate. Those data must form 

the basis of our decisions, in as close to real time as possible, if we are to have any hope of 

acting intelligently with the choices we face.

IV. Conclusion

Concrete conclusions require order. Our precise thesis is that the existing order is 

changing—disintegrating, even—in the wake of the new reference points we set forth in 

Section II. From these emerging truths we draw a handful of recommendations, ranging 

from changing existing laws on security and privacy, to creating new ways to identify and 

share individuals’ data, to ensuring the survival of analog alternatives to digital activities.

Despite the admittedly capacious topics we’ve discussed, however, our overall aim is more 

simplistic and can be summed up with one word: understanding.

We have lost the basic ability to understand our data protection environment. And we 

cannot protect what we cannot understand. As it stands, we confront a future in which 

failures may occur without detection, attack surfaces cannot be cataloged or quantified, 

and we bear more blame than our adversaries for the outcomes that follow.

This is a world dominated by flat light.
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“So what should a pilot do when all visual references are lost?” asks a guide to flat light 

written by the Federal Aviation Administration.75

The answer: “Execute a 180-degree turnaround and start looking for outside references.”

It is not too late to follow that advice.
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