In June 2016, Facebook Vice President Andrew Bosworth circulated an internal memorandum describing the company’s mission. “We connect people,” he wrote. “Maybe someone finds love. Maybe [Facebook] even saves the life of someone on the brink of suicide. . . . Maybe it costs a life by exposing someone to bullies. Maybe someone dies in a terrorist attack coordinated on our tools.”

Bosworth was not speaking metaphorically. The month after he distributed the memo, Facebook was sued by the parents of five victims of terrorist attacks conducted by Hamas, which had made extensive use of the company’s platform to recruit and organize. Days before, the social media platform had inadvertently broadcast a murder over the streaming app Facebook Live.

Yet the outrage Facebook weathered in the aftermath of this violence was nothing compared to the scathing criticism it endured two years later after BuzzFeed News published Bosworth’s memo. When the memo leaked in March 2018, Facebook was neck-deep in controversies over its influence on the 2016 presidential election, including the use of the platform’s ad-targeting function by Russian trolls to sow political discord and the harvesting of user data under false pretenses by the Trump-affiliated political consultancy Cambridge Analytica. Meanwhile, Facebook’s competitors, Twitter and Google, faced mounting criticism over their failure to curb disinformation and abusive content.

In 2016, Bosworth’s memo might have been an awkward attempt at self-reflection. In 2018, it was received with shock as a clear acknowledgment of a Faustian bargain. Now the public could see that platforms understood well the destructive ways their services were being used. Platforms designed their services in a way that facilitated abuse—and even if they did so unintentionally, they could have changed the design once they realized the scope of the problem, but chose not to do so.

Of course, this had never been a secret to begin with. For years, scholars and advocates had been working with platforms to address serious abuses, from nonconsensual pornography and cyber stalking to terrorist activity and impersonations. Even Facebook CEO Mark Zuckerberg’s 2017 manifesto on “Building Global Community” recognized the use of Facebook for harmful ends like “bullying and harassment.”
Nonetheless, the public’s reaction was strong. Ordinary Facebook users and politicians alike felt that the company should have done more to prevent abuse, because it had had fair warning all along and structured its services knowing it was enabling such abuse.6

In the United States, the role of dominant content platforms like Facebook and Twitter in facilitating Russian election interference has precipitated a backlash against “big tech.”7 These entities are facing unprecedented scrutiny—and not just from the media.

If Congress was previously hesitant to regulate Silicon Valley for fear of stifling innovation and free expression, the pendulum is now swinging in the other direction. Shortly after news broke of the use of Facebook advertisements by Russian provocateurs, senators Mark Warner (D-VA) and Amy Klobuchar (D-MN) introduced the Honest Ads Act, which would require platforms to make “reasonable efforts” to bar foreign nationals from purchasing certain categories of political advertisements during campaign seasons.7

The push for regulation goes far beyond foreign manipulation of platforms’ advertising capabilities. The week before Bosworth’s memo leaked, the Senate passed the Allow States and Victims to Fight Online Sex Trafficking Act (known as FOSTA), writing into law the first-ever statutory exception to Section 230 of the Communications Decency Act, which provides technology companies with immunity from most liability concerning their publication of third-party speech.8 Its supporters credit Section 230 with enabling the growth of online platforms as safe havens for speech.9 In the view of many, Section 230 is a foundational legal protection of arguably ultra-constitutional status for a free and open Internet.10

As we will describe below, FOSTA is deeply flawed legislation. But its successful passage emphasizes the extent to which the political mood has shifted against technology companies. That FOSTA enjoyed overwhelming support from a dysfunctional Congress demonstrates the darkness of the mood.11 Indeed, when Mark Zuckerberg testified before Congress shortly after the bill was passed, Senator John Thune informed the Facebook CEO that he should understand FOSTA as “a wake-up call for the tech community.”12

Silicon Valley seems to recognize its perilous position too. In a striking move, the Internet Association (which represents Facebook, Google, Microsoft, and other big tech companies) ultimately chose to endorse FOSTA, perhaps because the writing was on the wall and perhaps because the climate on the Hill was growing increasingly inhospitable to social media companies given the controversy over their role in Russian election interference.13

The ground has shifted, and FOSTA is likely the first step to a far more regulated Internet. As one of the drafters of Section 230 (now US Senator Ron Wyden, D-OR) recently acknowledged, the law’s safe harbor was meant to incentivize efforts to clean up the
Internet—not to provide a free pass for ignoring or encouraging illegality. While Section 230 has always had costs—Jonathan Zittrain describes “the collateral damage . . . visited upon real people whose reputations, privacy, and dignity have been hurt in ways that defy redress”—the misuse of these platforms during the 2016 election makes clear the extent and scale of the harm.

Zuckerberg did not directly address Section 230 in his appearance before Congress. But over and over, he made a startling admission: Facebook, he said, needed to “take a more proactive role and a broader view of our responsibility. . . . It’s not enough to just build tools. We need to make sure that they’re used for good.”

Likewise, in the weeks before his testimony and in the midst of the Cambridge Analytica crisis, he told CNN, “I actually am not sure we shouldn’t be regulated.” Whether through law or ethical obligations—Zuckerberg flatly noted Facebook’s “broader responsibility than what the law requires”—it was striking to see the CEO of one of the most powerful technology companies in the world acknowledge some level of culpability for what took place on his platform.

We find ourselves in a very different moment now than we were in five or ten years ago, let alone twenty years ago when Section 230 was passed into law. No matter one’s opinion of the statute, the pressing question now is not whether the safe harbor will be altered, but to what extent. That is astounding—to say the least.

Even if one takes the view that Section 230 is due for an overhaul—as we do—FOSTA is not an ideal approach. Congress should proceed with care, eschewing both overly broad legislation that encourages censorship and piecemeal laws securing partial solutions. FOSTA manages to combine these weaknesses in one piece of legislation. It is over-inclusive and under-inclusive, a legislative failure but the law nonetheless.

We explore alternative possibilities as a way to start—and not to end—a conversation about how to reform the immunity provision. Our paper notes potential pitfalls for future legislation. In our view, efforts to fix the immunity provision should avoid both the problems of a piecemeal approach and the risks of an overly broad one.

To be clear, we do not aim here to solve those problems or offer a definitive legislative response. Our aim is far more modest—to note the problems with FOSTA and urge caution for future legislative endeavors. We hope that our suggestions provide a way to think critically about future proposals to fix Section 230.

Crucial to our paper are developments in corporate boardrooms that take place in the shadow of the law. For the past two years, European Union member states have warned platforms that if they fail to eliminate hate speech, terrorist material, and “fake news”
within twenty-four hours, they will face onerous legislation and penalties. Some member states (including Germany) have followed through on that promise. Platforms are turning to artificial intelligence as a salve, raising significant concerns about commitments to free expression. Machine-learning algorithms increasingly filter objectionable content, such as terrorist activity, before it ever appears. They are flagging hate speech for moderators, but with limited accuracy.

Without doubt, algorithmic responses can be beneficial by quickly heading off problems. But they can also exact significant costs to expression, which must be addressed as well. As companies seek to find their footing in this new political and regulatory environment, corporate speech policies and practices, including algorithmic moderation, should be subject to what one of us (Citron) has called “technological due process”—procedural and substantive commitments designed to protect free expression and safety alike.

**Legislative Solutions**

This part considers potential legislative solutions that would force platforms to reckon with abuses of their services. As Senator Wyden recently explained, “The key to Section 230 was making sure that companies in return for that protection—that they wouldn’t be sued indiscriminately—were being responsible in terms of policing their platforms.” But the senator himself acknowledged that platforms have not lived up to this promise. Under the current sweeping interpretation of Section 230, platforms have no reason to take down illicit material outside of advertising of sex trafficking under FOSTA, copyright violations, ECPA (Electronic Communications Privacy Act) violations, and activities constituting federal crimes. Victims have no leverage to insist that platforms respond to reports of abuse. Platforms can continue to argue that their advertising systems facilitating illegal discrimination are immunized from liability.

Although Section 230 has secured breathing space for the development of online services and countless opportunities to work, speak, and engage with others, it has also given platforms a free pass to ignore destructive activities, to deliberately repost illegal material, and to solicit unlawful activities while ensuring that abusers cannot be identified. As Rebecca Tushnet put it well, Section 230 “allows Internet intermediaries to have their free speech and everyone else’s too.” As the events of the last two years have shown, among those entities that Section 230 enables to speak freely are purveyors of systematic misinformation—state sponsored and others.

In the present political climate, lawmakers are set to change the current immunity enjoyed by online platforms. Current legislative solutions, however, are ill suited to the task. We critique a recently adopted amendment to Section 230 and offer modest suggestions for future reform efforts.
FOSTA: The Narrow Approach

FOSTA (at one point also referred to as the Stop Enabling Sex Traffickers Act or SESTA) went through numerous iterations over the course of months of legislative wrangling between numerous congressional offices and interest groups. While technology companies and Internet activists emphasized what they saw as the bill’s damage to Section 230 and ultimately to online freedom, FOSTA’s proponents played down the legislation’s effect on Section 230 immunity and framed it instead as a narrow crackdown on sex trafficking. The Senate passed FOSTA with a near-unanimous vote; the House did as well. The bill has now been signed into law.

FOSTA opens with a “Sense of Congress” introduction meant to reflect the original meaning of Section 230. It states that Section 230 was “never intended to provide legal protection to websites . . . that facilitate traffickers in advertising the sale of unlawful sex acts with sex trafficking victims.” That provision continues, “It is the sense of Congress that websites that promote and facilitate prostitution have been reckless in allowing the sale of sex trafficking victims and have done nothing to prevent the trafficking of children and victims of force, fraud, and coercion.”

FOSTA goes on to provide that technology companies will not enjoy immunity from civil liability if they knowingly assist, support, or facilitate advertising activity that violates federal sex trafficking law, specifically 18 U.S.C. 1591. Currently, advertisers are liable under Section 1591(a)(2) if they knowingly benefit from outlawed ads. FOSTA not only carves out an exception to Section 230 immunity for violations of Section 1591, but it also redefines what constitutes a Section 1591 violation to include “knowingly assisting, supporting, or facilitating” advertising.

Under the new law, state attorneys general, as parens patriae, can seek civil penalties for such activity. Additionally, technology companies could face state criminal charges if the conduct charged would constitute a violation of Section 1591. Companies could also be criminally liable in state court for violations of 18 U.S.C. 2421A, a new section added by FOSTA to the Mann Act, which prohibits transporting a person across state lines “with intent that such individual engage in prostitution” or other criminal sexual activity. Section 2421A criminalizes the owning, management, or operation of a platform “with the intent to promote or facilitate” prostitution.

The law’s status as the first legislative incursion against Section 230 led to intense controversy over its drafting and passage. Initially, the arguments proceeded predictably. Anti-sex-trafficking advocates offered their strong support, portraying technology companies like Google as “allies” of human traffickers. Leading the opposition, Internet freedom advocates argued that limiting Section 230 immunity would “endanger . . . free expression and innovation” online. Sex workers and some advocates for sex trafficking victims and
survivors voiced concerns that clamping down on advertisements for sex online could place women in danger by forcing them to find work on the street and curtailing their ability to vet clients.32

At first, tech companies lined up in lockstep against the bill. But then the seemingly impossible happened: the platforms’ opposition receded. The climate on the Hill had decidedly changed for the worse, and tech companies seemed to recognize this shift. The Internet Association eventually endorsed the legislation after Senate staff changed the bill to head off some of its excesses.33

Amid clear congressional support for FOSTA, major platforms began doing damage control. Two days after the bill passed in the Senate, Craigslist closed its personal ads section, which was often used to post solicitations for sex. Pointing to FOSTA, the advertising hub wrote, “Any tool or service can be misused. We can’t take such risk without jeopardizing all our other services.”34 Likewise, Reddit announced a new site-wide policy prohibiting users from “solicit[ing] or facilitat[ing] any transaction or gift involving certain goods and services, including . . . [p]aid services involving physical sexual contact.” Reddit went on to invoke the typical catchall denial of responsibility for transactions users might undertake, adding, without apparent irony, “Always remember: you are dealing with strangers on the internet.”35

Even before the bill was signed into law, sex workers began tallying lists of websites that had shut down or removed US-based advertisements.36 As of several months later, however, the sex work market has not totally collapsed: other websites remain open, at least for now.37 Some sex workers have turned to Switter, a social network built on the open-source Twitter-style platform Mastodon, in response to what they believed to be censorship of their accounts by other social media platforms following FOSTA’s passage.38 Yet Switter itself briefly vanished when the content delivery network service Cloudflare pulled its services from the social network as a result of FOSTA.39 In an interview with the technology news site The Verge, Cloudflare’s general counsel described FOSTA as a “bad law” but said that “we have an obligation to comply” with it. His comments suggested the company was acting out of an excess of caution in responding to vague legislation: “We’re trying to figure out how law enforcement is going to apply it.” 40

Craigslist and Cloudflare were among the few companies that explicitly cited FOSTA in removing their services. But though neither Reddit nor the shuttered adult-advertising websites pointed to FOSTA, the timing of it all suggests a direct connection. House Judiciary Committee Chairman Bob Goodlatte (R-VA), who pushed FOSTA forward in the House of Representatives, appeared to claim credit for the culling: “Proud that passage of H.R.1865 is having an IMMEDIATE impact on websites advertising prostitution, several shutting down in the past few days,” read a tweet sent from the representative’s official account.41
On the other end of the spectrum, the Electronic Frontier Foundation announced, “Today was a dark day for the Internet.” The VPN service Private Internet Access took out full-page ads in the New York Times pleading with President Trump: “If you sign this bill, every website will be affected . . . Free speech dies.” And, in contrast to his recent comments about online platforms needing to exercise their power responsibly, Wyden countered Goodlatte on Twitter: “Today we take a real step backward, backward, and down a path we will regret.”

Critics argue, and with good reason, that FOSTA creates exactly the “moderator’s dilemma” that Section 230 sought to avoid. By immunizing platforms from liability both for under-filtering under Section 230(c)(1) and for “good faith” over-filtering under Section 230(c)(2), Congress aimed to incentivize self-regulation. Lawmakers wanted to shield companies from liability for incomplete moderation or, as the law’s title describes it, “Good Samaritan Protection for Filtering and Blocking Offensive Content.” (Whether courts have interpreted Section 230 in line with this position, supported by its legislative history and purpose, is another matter.)

FOSTA’s detractors argue that FOSTA’s unclear “knowingly facilitating” language could perversely push platforms to engage in no moderation at all. Companies might sit on their hands for fear their incomplete removal of ads for sex trafficking might be used as evidence of their “knowing facilitation” of distribution of that content. In this view, the “moderator’s dilemma” would push the platform to simply avoid all moderation so it could disclaim any “knowledge,” especially because it is not clear what would constitute “knowing facilitation” under current law.

The flip side, opponents underscore, is that companies might instead engage in over-the-top moderation to prove their anti-sex-trafficking bona fides and to strengthen their argument that they did not knowingly facilitate such activity in any given case. Overly aggressive moderation would likely involve shutting down hubs devoted to sex advertising or even websites that are known to host such advertising, even if the majority of users turn to the platform for other purposes (as is the case with Craigslist’s personal ads section).

Alternatively, as the next part of this paper explores, such moderation could result in the use of machine-learning algorithms to filter and block anything that relates to sex, including activities that have nothing to do with illegal sex trafficking. Given the bad publicity that could result from a refusal to moderate sex advertisements, aggressive over-removal seems the most likely danger.

The law’s critics are onto something. FOSTA is poorly drafted—perhaps because the bill went through so many different revisions and because so many different offices had a hand.
in drafting it. The language is confusing, especially the “knowingly assisting, supporting, or facilitating” standard. State and local prosecutors will be unwilling to expend scarce resources on enforcement if they worry about jury confusion and potential legal challenges on vagueness grounds. Even the Justice Department voiced concerns about the bill in a letter to Goodlatte.

But more troubling is that FOSTA endorses a piecemeal approach to a problem that should be solved more comprehensively. Carving out exceptions risks leaving out other destructive activities that should be addressed. In this case, FOSTA deals with sex trafficking but doesn’t touch on the numerous other ills that Section 230 has shielded technology companies from having to grapple with, such as stalking by cyber mobs and individuals, the use of platforms by designated foreign terrorist organizations, violations of federal election law (a topic of new importance given the ongoing investigations into Russian election interference), or other illegal activity.

A piecemeal approach would enable an assessment of whether the approach is working at all (and thus whether it should be extended to other areas), but it precludes experimentation with far better ideas. There is now a long record of how Section 230 has operated with narrow exceptions—and the answer is “not well.” Adding another exception does not address that broader problem.

If FOSTA had been better drafted, it could have been a significant, if modest, step. Of course, taking a modest step means that Congress would need to act again to address other problems as they arose. And given the pace at which Congress now works, realistically speaking, those updates would not be made. In light of the current legislative dysfunction, therefore, a more holistic approach would be beneficial. Yet it remains crucial that legislators proceed cautiously so as to avoid FOSTA’s missteps—or others.

Despite FOSTA’s flaws, congressional reexamination of Section 230 is a sign of changing times. As Zuckerberg’s testimony shows, content intermediaries are beginning to understand themselves as having a moral responsibility for what takes place on their platforms. The question is what form that regulation should take—which is the issue to which we now turn.

**Striking a Better Balance**

In this section, we consider alternative approaches that would avoid the piecemeal approach of FOSTA. In describing these potential responses, our aim is decidedly modest. We do not mean to suggest that these possibilities are the best or the only approach. Rather, we note them here as a starting place for future conversations.

One possibility suggested by noted free speech scholar Geoffrey Stone would be to deny the safe harbor to bad actors. Specifically, that exemption would apply to online service
providers that “knowingly and intentionally leave up unambiguously unlawful content that clearly creates a serious harm to others.”50 This would ensure that bad actors, including Backpage (which inspired FOSTA), could not claim immunity if they knowingly and intentionally leave up illegal content causing serious harm. Although this intervention would be narrow, it would not require constant updating to include other bad actors, as does FOSTA.

A variant on this theme would deny the immunity to online service providers that intentionally solicit or induce illegality or unlawful content. This approach takes a page from trademark intermediary liability rules. As Stacey Dogan urges in that context, the key is the normative values behind the approach.51 Under this approach, providers that profit from illegality—which surely can be said of sites that solicit illegality—would not enjoy immunity from liability and would risk potential lawsuits if they kept up harmful, illegal content. At the same time, other online service providers would not have a reason to broadly block or filter lawful speech to preserve the immunity. In other words, the approach would provide broad breathing space for protected expression.52

Still another approach would amend Section 230 in a more comprehensive manner. As Benjamin Wittes and one of us (Citron) have argued, platforms should enjoy immunity from liability if they can show that their response to unlawful uses of their services is reasonable.53 A better revision to Section 230(c)(1) would read (revised language is italicized):

“No provider or user of an interactive computer service that takes reasonable steps to prevent or address unlawful uses of its services shall be treated as the publisher or speaker of any information provided by another information content provider in any action arising out of the publication of content provided by that information content provider.”

The immunity would hinge on the reasonableness of providers’ (or users’) content moderation practices as a whole, rather than whether specific content was removed or allowed to remain in any specific instance. The determination of what constitutes a reasonable standard of care would take into account differences among online entities. Internet service providers (ISPs) and social networks with millions of postings a day cannot plausibly respond to complaints of abuse immediately, let alone within a day or two. On the other hand, they may be able to deploy technologies to detect content previously deemed unlawful. The duty of care will evolve as technology improves.

A reasonable standard of care would reduce opportunities for abuses without interfering with the further development of a vibrant Internet or unintentionally turning innocent platforms into involuntary insurers for those injured through their sites. Approaching the problem as one of setting an appropriate standard of care more readily allows for differentiating among various kinds of online actors, setting different rules for large ISPs
linking millions to the Internet versus websites designed to facilitate mob attacks or enable illegal discrimination.54

To use an example from earlier in this post, as a content delivery network provider and security service, Cloudflare would be held to a standard of care that would allow it to provide service to Switter without being potentially held liable for every post on the network, so long as on the main it took reasonable steps to prevent or address unlawful activity happening on Switter. A reasonable duty of care might require Cloudflare to notify Switter about illegality of which it knew; it would not necessarily mean that Cloudflare would be required to withdraw its services from Switter.

We emphasize that these possibilities for amendments to Section 230 are just that—possibilities, rather than fully realized recommendations. In a political environment suddenly tilting toward greater regulation, our point is that modest adjustments to Section 230 could conceivably maintain a robust culture of free speech online without extending the safe harbor to bad actors or, more broadly, to platforms that do not respond to illegality in a reasonable manner.55 The choice, in other words, need not be between the status quo—an option appearing increasingly unlikely—and further carve-outs to the safe harbor along the lines of the deeply flawed model represented by FOSTA.

**Algorithmic Content Moderation**

In response to potential liability, many platforms will change their content moderation practices. In the wake of FOSTA, we have already seen the closure of sex advertising hubs, though by no means all such sites. We have also seen a turn toward automation, driven in large part by pressure from European lawmakers. Global content platforms like Facebook and Twitter are increasingly relying on algorithms to filter, block, or obscure troubling material, specifically hate speech and extremist, terrorist content.56

The turn toward automation in content moderation deserves serious study. As Ed Felten has astutely said of hard tech policy questions, lawyers often point to technical solutions and technologists often point to legal solutions.57 As this aphorism—which Paul Ohm has deemed “Felten's Third Law”—suggests, both approaches constitute magical thinking.58 The decision to automate speech decisions should be foregrounded with a careful consideration of the costs and benefits.

This part hopes to spark a dialogue about the perils of technical solutionism. Before vesting technology with the power to automate speech decisions, companies should engage in careful discussion of the costs and benefits to free speech and safety. After describing early congressional approval of automated content moderation, this part highlights some of automation’s successes and its problems. It ends by considering potential safeguards so that platforms can harness automation’s benefits while carefully addressing its potential costs.
Early Legislative Approval

Automated content moderation was contemplated and encouraged by Section 230’s drafters. *Stratton Oakmont v. Prodigy*, the case that prompted the law’s enactment, involved online service provider Prodigy’s use of software to filter profanity. Prodigy’s software, however, failed to catch alleged defamation appearing on a bulletin board, over which the plaintiff sued Prodigy. The court refused to consider Prodigy a distributor, which would have protected it from liability because it had no knowledge of the defamation. The court instead deemed Prodigy a publisher—and thus strictly liable for the alleged defamation—because it was engaged in content moderation.

To the early online service providers, the court’s ruling could not have been clearer. If service providers refrained from filtering content, they would not incur liability for defamation of which they had no knowledge. On the other hand, if they filtered content but did so incompletely, they would be strictly liable for users’ defamatory comments.

*Stratton Oakmont* was anathema to federal lawmakers, who wanted to encourage platforms (and parents) to filter as much noxious material as possible. Although protected speech like vulgarity and pornography could not be regulated under the First Amendment, it could be blocked or removed by private actors—and lawmakers wanted to ensure that online service providers had every incentive to do so. Hence, Section 230’s safe harbor provision, which immunized online service providers for inexact screening.

Pros and Cons

Over the past twenty years, content moderation tools have grown in sophistication and variety. Automation has certainly made it cheaper and easier to detect, block, or remove illegality. In certain circumstances, it is the right—if not ideal—response, offering these upsides with little downside to expression and other values. Yet context is a crucial factor in automation’s success.

When it comes to combating child pornography, hash technology is the “killer app.” Hashing is “a mathematical operation that takes a long stream of data of arbitrary length, like a video clip or string of DNA, and assigns it a specific value of a fixed length, known as a hash. The same files or DNA strings will be given the same hash, allowing computers to quickly and easily spot duplicates.” In essence, hashes are unique digital fingerprints.

Computer scientist Hany Farid, in conjunction with Microsoft, developed PhotoDNA hash technology that enables the blocking of content before it appears. The National Center for Missing and Exploited Children (NCMEC) has put this technology to work by collecting hashes of content that it deems to constitute child pornography. Its database has been resoundingly effective: with access to the NCMEC database, platforms can prevent hashed
images from reappearing online. Moreover, the database has not proved vulnerable to “censorship creep,” a term that one of us has used to describe the expansion of initially limited content moderation to block or filter other types of material.62 This is because child pornography is easily defined and identified—and because NCMEC controls the database, their experts ensure that only child pornography is included.63

This approach is being used to tackle nonconsensual pornography—nude images posted without individuals’ consent.64 Consider Facebook’s recent efforts. Since 2014, the company has banned nonconsensual pornography in its terms of service (TOS) agreement. Users would report images as TOS violations and the company would react to those requests, removing images where appropriate. Yet abusers would routinely repost the material once it had been removed, leading to a game of whack-a-mole. In April 2017, Facebook announced its adoption of hash techniques to prevent the cycle of reposting: users would report images as nonconsensual pornography as before, but now, the company’s “specially trained representative[s]” would determine if the images violate the company’s terms of service and then designate the images for hashing.65 Photo-matching technology would block hashed images from reappearing on any of the platforms owned by Facebook.

This program has great promise to mitigate the damage suffered by victims of nonconsensual pornography. Preventing the reappearance of nonconsensual pornography is a relief to victims, who can rest easy knowing that at least on Facebook and its properties, friends, family, and coworkers will not see their nude images without their consent. Of course, this solution is confined to Facebook—but its success might portend wider adoption as in the case of child pornography moderation efforts.

To prevent censorship creep, Facebook is providing special training to moderators that will enable them to distinguish legitimate from illegitimate claims (such as requests to hash disfavored images that do not constitute nonconsensual pornography). The company is also working with victims’ organizations like Cyber Civil Rights Initiative (CCRI) and the National Network to End Domestic Violence (NNEDV) to enhance its training efforts.66 In this way, Facebook is emulating the child pornography model: leveraging the expertise of CCRI and NNEDV to ensure that its moderators know what nonconsensual pornography is and what it isn’t.

Other contexts, however, run a considerable risk of censorship creep and are ill suited to a hash solution. The dominant tech companies—Facebook, Microsoft, and YouTube—have constructed an industry database of hashed terrorist, extremist content.67 Yet the companies lack a clear consensus about the meaning of “violent extremist content.”68 Currently, platforms have a range of definitions of terrorist content that violates their terms of service, from “content that promotes terrorist acts, incites violence, or celebrates terrorist attacks” to “specific threats of violence or wish for the serious physical harm, death, or disease of an
Whether content amounts to violent and egregious terrorist material depends on the overall context, including the message and precise wording. Violent terrorist speech may be precisely that—or it may be news or advocacy against violent ideologies. In August 2017, for example, YouTube put in place new machine-learning systems to remove terrorist propaganda from its platform—and immediately generated outrage when that effort led to the purging of videos gathered by journalism and advocacy groups to document war crimes in Syria.\(^{70}\)

Compounding these concerns, governments will surely capitalize on the lack of clarity in the meaning of terrorist content. Along these lines, a United Kingdom security and immigration minister has argued that platforms should block terrorist content even if it is not illegal because people do not want to see “unsavoury” material.\(^{71}\) Likewise, government authorities could suggest inclusion of hashed videos of pornography or political protests.\(^{72}\) Although companies are ultimately in charge of the databases at hand, a government request might lead them to include content that otherwise they would not.

More generally, platforms are poised to deploy AI technologies to filter all manner of speech. Automation, after all, makes it easy to scale up solutions. Yet algorithms may be prone to both false positives and false negatives. Platforms’ faith in technology must be tempered by careful evaluation of those problems.

Platforms should assess whether the costs to expression and user support are worth the benefits—speed and reduced costs, for instance—of employing algorithms to detect terms-of-service violations. Take, for example, the problem of hate speech. Researchers have found that using algorithms to detect hate speech results in far more false positives than false negatives because it is difficult to capture context—tone, speaker, and audience. Although natural language processing algorithms can be trained to detect combinations and collections of words, they cannot distinguish jokes, sarcasm, or rebuttals of hate speech from hateful statements. Algorithms also replicate bias in training data, and for that reason have been shown to perform less accurately when analyzing the language of female speakers and African American speakers.\(^{73}\)

Right now, it appears that Facebook is using automation to flag hate speech for content moderators rather than to remove it automatically. But not so for extremist, terrorist speech. As Zuckerberg testified at the House hearing, the company is using filtering technologies to tackle terrorist content and more than 99 percent of extremist, terrorist content is blocked before ever appearing. He suggested that in “five or ten years,” AI will be able to perform a similar role in flagging hate speech. For now, the rate of false positives (or false negatives) in flagging extremist content is unknown to the public, but we hope it is carefully considered internally.
In 2010, Paul Ohm, who is both a technologist and a legal scholar, wisely warned:

Technical solutions too often lead to unintended consequences. Anyone who has ever struggled to use a computer with an Internet filter, cursing at the false positives and giggling at the false negatives, can breathe a sigh of relief that the anti-porn crusaders never convinced anyone to place filters deep inside the network itself. Likewise, we should worry about the recording industry’s plans for ISP filtering and three strikes laws as overbroad, disproportionate measures. If anything, technical solutions may be even less likely to succeed against the problem of online harassment than in the earlier battles. Music and porn travel through the Internet as large files, which can be easy to identify through fingerprinting and filtering. In contrast, Cyber Civil Rights harms often involve threats and harassment buried in small snippets of text whose threatening nature must be judged by a person not a machine. For all of these reasons, we should be deploying surgical strikes, not napalm.

If companies are going to automate private speech policies, they ought to heed Ohm’s warning. The next section explores potential safeguards for companies to employ as they operationalize speech policies.

**Safeguards**

Platforms should voluntarily commit to a notion of “technological due process” to guide their thinking as they develop systems of automated content regulation. A model of technological due process would explicitly address the trade-offs of “automation and human discretion.” As companies respond to regulatory pressures and an increased internal sense of responsibility for the content on their platforms, they should nevertheless take care to interrogate the extent to which automation of speech policies would result in false positives and thus unwarranted private censorship. They should also consider whether over-censorship can be reduced.

Where automation is sure to result in excessive false positives, as in the case of hate speech, a more careful approach would keep humans in the loop, with AI techniques identifying content for moderators to review. In 2017, Mark Zuckerberg explained that Facebook was “researching [AI] systems that can look at photos and videos to flag content our team should review.” The company wanted to “use AI to tell the difference between news stories about terrorism and actual terrorist propaganda so [it] can quickly remove anyone trying to use our services to recruit for a terrorist organization.” Zuckerberg admitted then that the project was fraught with problems: “This is technically difficult as it requires building AI that can read and understand news, but we need to work on this to help fight terrorism worldwide.” Nonetheless, all signs suggest that Facebook has fully automated its detection, removal, and blocking of extremist, terrorist content.

If terrorist content is vulnerable to censorship creep, aggressive over-moderation also poses a serious risk of suppressing newsworthy content. Companies could consider hiring or
consulting ombudsmen whose life’s work is the news-gathering process.\textsuperscript{77} Ombudsmen, who are often called public editors, work to “protect press freedom” and to promote “high-quality journalism.”\textsuperscript{78} Their role is to act “in the best interests of news consumers.”\textsuperscript{79} Ombudsmen could review contributions to hash databases with the public interest in mind and oversee the use of AI techniques to moderate content, weighing their costs and benefits. This will become especially important as platforms fully automate the filtering process.

Then, too, companies should be transparent about their speech policies. They should be clear what they mean when they ban certain content and why such content is banned. They should provide accountability over speech decisions. Users should be notified that their content has been removed (or blocked) and given a meaningful chance to challenge the decision.\textsuperscript{80}

All this raises the question of whether an amendment to Section 230 (along the lines that we support) would press companies to automate more and more of their content moderation. Would platforms adopt AI technologies that filter speech essential for a healthy democracy? Would requiring platforms to respond reasonably to illegality lead to AI filtering techniques that impoverish online expression? Would platforms wield their enormous power over online expression in ways that undermine the spirit of \textit{New York Times v. Sullivan}—that public discourse be “uninhibited, robust, and wide-open”?\textsuperscript{81}

While platforms have arguably under-moderated themselves over the two decades since the passage of Section 230, disclaiming responsibility for abuse propagated on their services, we now risk over-moderation in response to shifting political moods—a shift manifesting most dramatically in the United States but present on both sides of the Atlantic.

Widespread recognition of the destructive uses of technology platforms is overdue, but legislators and the platforms themselves must be wary of overcorrecting or correcting too swiftly and sloppily. The powerful consequences of platform misuse—not only on an individual scale in enabling harassment, for example, but on a societal scale by facilitating election interference and even genocide—should make clear the dangers of technology companies’ overly limited view of their own responsibilities.\textsuperscript{82}

Yet these systematic misuses also show that the design and regulation of major platforms can have dramatic ripple effects that go well beyond what the designers anticipated. For this reason, overhasty regulation, in the form of either legislation or platform self-moderation, is dangerous as well.\textsuperscript{83} “Magical thinking” poses risks in either direction.\textsuperscript{84}

Recent scholarship has explored how platforms can have effects on free speech that profoundly shape civic discourse and yet go beyond the scope of the First Amendment as usually understood. We face the problem of how to conceptualize the role of technology
companies as “private gatekeepers” to speech in the context of a legal tradition that has
developed to constrain state action. Even in the absence of legal vocabulary or doctrine
with which to fully understand this question, legislators and platforms should keep in mind
the danger of both silencing speech and allowing it to be drowned out by louder, abusive
speech.

This is not a reason to hold off on efforts to improve the “speech environment” online.
Rather, it is a reason to “move cautiously and with intellectual and epistemic modesty” so
we are guided both by a clear sense of the realistic capabilities of existing technology and
by normative and legal commitments to enabling and protecting the free expression of
ideas.

Conclusion
In an environment of increasing skepticism toward big technology companies, the
likelihood of stricter legislative regulation of online platforms increases as well. We point
to possibilities for revising Section 230 that avoid the trap of encouraging overly aggressive
moderation while addressing abusive and illegal uses of platforms more broadly than
piecemeal approaches like FOSTA will allow.

While platforms are also turning to algorithmic moderation in response to threatened
regulation by EU member states, we also caution against the danger that use of AI could
lead to censorship creep. Successfully addressing the problems that have generated the
current crisis of confidence in technology will require not only solutions to the specific
issues at hand but also a deeper understanding of the power of these platforms to shape our
discourse and of the need to proceed carefully.
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