Introduction

Law enforcement investigations have always depended on information from private actors, including victims, witnesses, and informants. But modern technology and big data have transformed this analog process into an automated, digital one. What was once a practice of targeted data collection has turned into bulk data gathering—GPS and cell-site location information, biometric databases, license plate locations, and more.

This shift has elevated the role that private entities play in the investigative process. From the tech giants that transmit and store our communications and internet browsing history, to the data brokers that aggregate public records into detailed individual dossiers, private companies make decisions that can make or break criminal investigations. These choices include whether to oppose or accede to a government request for information, what data to collect, and how frequently it’s deleted. Over time, these private decisions have come to define many aspects of our rights and liberties.

The growing role of private entities in law enforcement data collection mirrors the growth of private influence across the entire criminal system. Although most commonly associated with formal outsourcing, including private prisons and police, private influences pervade every stage of the criminal system. Private security guards make huge numbers of arrests; private surveillance devices and watch groups provide law enforcement with an array of critical information; proprietary technologies produce evidence admitted against the accused; algorithms influence bail and sentencing determinations; incarceration and alternatives-to-incarceration programs are administered by private entities.

Many of these private influences have been fiercely criticized. There is robust scholarship documenting the inherent difficulties with governing private actors in the criminal system. These critiques range from lack of transparency and legal accountability for private actors, to their perverse financial incentives. This criticism has been so sustained that many now instinctively oppose any role for private actors in the criminal system.

Although there is merit to these concerns, blanket opposition to any role for private actors in the criminal system is not a sound policy-making approach. For one thing, it is impractical. Government will always need the private sector—to outsource production of
certain goods (e.g., vehicles, body cameras), to provide information relevant to investigators, and more. But more importantly, as discussed below, public actors can raise many of the same concerns as private actors, and there are even occasions when private actors can help moderate the harmful impact of public actors.

The challenge is for policy makers to distinguish beneficial private influences from harmful ones. In this paper, I suggest one way for policy makers to approach this task: focusing on the private entities with the closest relationship—contractual, financial, and otherwise—to law enforcement, for these entities have fewer incentives to guard against law enforcement overreach.

This paper has three parts:

Part I examines the debate around privatization in the criminal system, arguing that private actors are not as uniformly problematic as the privatization debate would suggest. Indeed, public actors can exhibit the same flaws, and private actors can sometimes mitigate the harm caused by the criminal system.

Part II turns to law enforcement's access to the private data market, arguing there can be benefits to law enforcement accessing sensitive data through private actors.

Part III suggests that in order to realize these benefits and guard against harms, regulators should focus on private entities that have particularly close relationships with law enforcement. These entities are least likely to push back against law enforcement and instead are more likely to become a private extension of law enforcement. Requiring these entities to register and to provide insight into their collection practices is an important step toward a more effective regulatory structure.

I. Private Influences on the Criminal System

Private actors and entities play key roles at every stage of the criminal process.¹

Often these influences take the form of formal privatization—government contracting out for goods and services. For example, private companies under contract with federal, state, and local governments operate prisons, jails, immigrant detention centers, halfway houses, drug treatment facilities, and many other aspects of the corrections systems. In the process, these companies make important policy decisions, from those relating to internal discipline to the fees they charge incarcerated individuals.

But there are also many ways in which private entities influence the criminal system without any formal privatization. Consider the impact of a member of the public calling the police. The country has seen countless viral videos of individuals calling the police
on people of color who are going about their daily lives—walking their dogs, shopping in a deli, barbequing in the park, watching their child play soccer, boating, and generally existing in public spaces. The consequences of any particular call can be emotional trauma, arrest, or even death for the target of the call. But at scale, calls for service have an even more dramatic impact. Big retailers like Walmart generate a volume of calls that can turn police into a private security force. Studies have shown that calls to police in gentrifying neighborhoods generate more arrests for offenses like loitering and disorderly conduct, and more proactive policing for drug and alcohol offenses. Such enforcement can inflame tensions, exacerbate gentrification, and make longtime residents feel unwelcome. None of this is “privatization” per se, but these private actions have profound consequences on the criminal system.

The influence of private actors on the criminal system has fierce critics. Opposition is particularly sustained around the broader prison-industrial complex, including privatized bail, detention, probation, and more. But there is also widespread criticism of private police, the privatization of prosecutorial services, and the increasingly influential role of policing technology companies.

The critiques of privatization are varied, but many focus on the governance difficulties that arise when private actors operate in the criminal system. These critiques typically fall into four categories:

1. Unlike public officials, private actors are not democratically accountable to the public.

2. Private actors are not transparent because traditional mechanisms of government transparency—open records and sunshine laws, notice-and-comment procedures, and criminal discovery rules—do not impose the same obligations on private actors.

3. Private actors are more difficult to hold legally accountable, primarily because constitutional rules do not apply to them.

4. A private actor’s profit motives will distort decision making in a way that harms the public.

Although these concerns are valid in particular contexts, an automatic opposition to all private influences is overbroad in two directions:

First, public actors are subject to many of the same governance concerns as private entities.

Consider, for example, the influence of profit motives and financial incentives on public actors in the criminal system. Although public officials do not have shareholders, they too have financial incentives that can distort their decisions. Government addiction to fines,
fees, and asset forfeiture is a clear example. As of 2017, ten million people owed more than 
$50 billion for everything from traffic fines to court fees.\(^9\) In some places, fines and fees 
account for most of the local budget,\(^10\) plugging shortfalls and helping local leaders avoid 
tough budget choices.\(^11\) Forfeiture laws have allowed law enforcement to seize and retain 
billions of dollars from people suspected of criminal activity without bringing formal 
charges.\(^12\) Because forfeiture funds are generally spent outside of the budgeting process, 
they can fund a variety of off-the-books initiatives and splurges.\(^13\) As a result, fines, fees, and 
forfeiture opportunities can dictate enforcement priorities.\(^14\) In short, government actors can 
be as susceptible to profit motives as their private counterparts.

Second, there are ways that private actors might actually improve the public system, such as 
by increasing transparency and improving the legal accountability of the system.

Consider, for example, concerns around policing transparency. Private entities are not 
subject to formal transparency mechanisms such as open records laws, but the private 
sector has improved police transparency in important ways. For example, although we 
now take for granted that police will report crime data, this only became a reality after the 
federal government called for investment and partnerships with the private sector to make 
crime mapping technology widely available.\(^15\) Body cameras followed a similar course, 
with strong federal support from the Obama administration and private industry stepping 
in to fill the gap. It’s hard to imagine these tools being developed or widely adopted 
without private industry. Private companies have also built features that automatically 
create documents or audit trails, making those documents Freedom of Information Act 
ready. And the very presence of private actors can bring transparency to government 
conduct. There are private groups that organize court-watching or cop-watching efforts 
to bring greater visibility to how the criminal system functions.\(^16\) These are examples of 
private influences facilitating government transparency.

Privatizing aspects of the criminal system can also promote legal accountability. Most 
private sector actors in the criminal system are at-will employees, meaning that 
many public sector hurdles to discipline such as union contracts and civil servant 
protections—well-documented obstacles to individual accountability in the policing 
and prisons context—do not apply. The private sector can also be more responsive to 
market pressures because customers can choose to take their business elsewhere (an option 
members of the public do not always have with their local police or prosecutors, for example).\(^17\) 
Finally, some private industries have implemented their own accountability mechanisms, 
such as ethics boards and whistleblower protections.\(^18\) These mechanisms are particularly 
prominent around emerging technologies, where government regulation is notoriously slow.\(^19\)

In short, although there are reasons to be wary of the role of private actors in the criminal 
system, a knee-jerk opposition to any reliance on private actors goes too far. Public officials
are vulnerable to many of the same concerns raised by privatization, such as a lack of transparency and financial motives. And there are times when private actors can improve the governance of public actors.

These lessons are directly applicable to law enforcement’s reliance on privately held data.

II. Law Enforcement’s Access to the Private Data Market

Like the role of private actors in the criminal system generally, their role in law enforcement data collection is complex.

Many scholars and advocates have raised important concerns about the dangers of law enforcement’s access to the private data market. Unbeknownst to most of us, private entities of all sorts collect and store vast amounts of our personal data. By tapping into these reservoirs of data, law enforcement can obtain far more information about us than they could possibly capture directly, and they do so without many traditional constitutional safeguards. This expansive access presents grave risks to individual privacy and security against government overreach. History demonstrates that this overreach is likely to be directed toward the same racial and ethnic groups that bear the brunt of overpolicing. There is also concern these tools will be turned against journalists, political dissidents, and others engaged in protected First Amendment expression.

I am sympathetic to many of these arguments. In my view, they present a compelling argument for comprehensive regulation of law enforcement access to electronic data. As law enforcement increasingly relies on the private data market, legal asymmetries between privately and publicly collected data make less and less sense. The Supreme Court acknowledged as much in the context of location information derived from our cell phones. In *Carpenter v. United States*, the Court established a warrant requirement for location tracking via private cell-site location data. In doing so, it began to move toward parity for data directly obtained by law enforcement and data obtained from private third parties. Some jurisdictions have begun legislating this type of parity by limiting law enforcement’s access to data whether initially collected by a policing agency or a private entity. In Utah, for example, government entities may not use privately captured automated license plate reader (ALPR) data without a warrant or court order, unless the private entity retains ALPR data for 30 days or fewer.

Although there is much more one could say about the need for improved governance around law enforcement data collection via private actors, in this section, I outline circumstances under which private actors might actually bring certain governance benefits. In particular, I consider the possibilities of (1) separation-of-powers benefits, (2) transparency benefits, and (3) distributional benefits.
A. Separation-of-Powers Benefits

When law enforcement maintains its own databases, there are few barriers to accessing the data. Querying a government-maintained warrant database, a DNA database, or a license-plate reader database, for example, does not require judicial authorization. When law enforcement has direct access to camera infrastructure, they can monitor the cameras in real time, run advanced analytics like facial recognition, and store the data indefinitely. The results of unfettered law enforcement access to its own databases are well documented—officers have accessed the data for personal purposes; used it to target racial, ethnic, and political minorities; and so on.24

But when private entities are the data custodians, they can act as guardians, creating something akin to separation-of-powers protections that other branches of government have largely abdicated.25 Particularly since the Snowden revelations about the National Security Agency, the largest technology companies have pushed back against law enforcement data requests. Apple famously opposed court orders to hack its iPhones in connection with the terrorist shooting in San Bernardino.26 Other companies require warrants rather than subpoenas before turning over customer data.27 Microsoft challenges secrecy orders attached to search warrants.28

B. Transparency Benefits

Closely related to potential separation-of-powers benefits are transparency benefits. When law enforcement maintains its own database, the public is often left with little information about the contents of the database or how law enforcement uses it. Take law enforcement fusion centers. Growing out of the perceived information-sharing failure of the 9/11 attacks, there are now about eighty of these centers across the country.29 Their role is to aggregate and disseminate data among law enforcement agencies. What we know about these centers comes out in dribs and drabs, often from confidential documents and whistleblowers. Because these centers largely operate in the dark, it should be no surprise that they have repeatedly targeted people based on political ideology.30

When law enforcement is forced to turn to private data holders, there at least is potential for greater transparency. Google, Facebook, and other companies voluntarily publish semiannual reports on the breadth of law enforcement requests they receive—these are insights we’d never have if law enforcement was left to its own devices. Ring now publishes the content of all law enforcement video requests—obviating the need for cumbersome open records requests. Axon builds audit trails into its Tasers and body cameras—though the onus remains on communities to request this information. (Of course, as I discuss in more detail in the final section, there are times when policy makers must do more to force transparency from private actors.)
C. Distributional Benefits

A third potential advantage of private databases is that these can be less likely to replicate law enforcement biases. Take DNA databases as an example. Government-operated DNA databases are generated from individuals who encountered law enforcement—mostly people arrested for or convicted of a felony but also victims and people who plead to low-level misdemeanors. These databases replicate the biases that exist in policing generally. Although there is little public data on the demographic profiles of these databases, scholars estimate that DNA profiles from Black people are collected at two to three times the rate of white people.

But because private databases are sourced differently than law enforcement databases, they do not necessarily reflect these same law enforcement biases. For example, the nearly 30 million DNA profiles contained in Ancestry.com's and 23andMe's commercial databases actually have a disproportionate share of the country’s white population—the same folks who are less likely to be captured in public (criminal) DNA databases.

Similar dynamics exist in other contexts. Although most law enforcement agencies run facial recognition searches against mugshot databases—which reflect the racial and socioeconomic disparities in criminal enforcement—private facial databases are often sourced from the internet and social media, which capture wide swaths of the population. As another example, law enforcement’s license plate databases are populated in part by data generated from readers on police patrol vehicles. These vehicles spend a disproportionate amount of time in minority neighborhoods. But when private individuals or associations purchase ALPRs, they target their own wealthier and whiter neighborhoods.

I do not suggest that these benefits are universal among private databases; nor do I argue that commercial databases do not come with their own downsides. But instead of automatically eschewing private data markets or embracing them, policy makers should regulate in ways that account for the complex interplay between the public and private spheres, avoid regulatory gaps, and take the best of both systems.

III. Focusing Governance on Law Enforcement Enablers

There is no shortage of companies that sell and share data with law enforcement. Some have made a business out of the practice (Venntel, Vigilant Solutions, Flock Safety). Others share information with law enforcement only in response to legal demands (Facebook, Google). And others fall somewhere in between (Ring). As described in the first part of this paper, these private actors give rise to real governance concerns, but as explained in the
second part, there are also potential benefits. The question then, is how can policy makers distinguish the beneficial aspects from the harmful ones?

There is no simple or single answer to this calculus, but this section suggests a few guiding principles focused on improving governance.

**A. Focus on Entities with Close Law Enforcement Ties**

Although there are many aspects of law enforcement data collection that warrant close attention from regulators, when it comes to the role of private actors, lawmakers should begin with those entities that have particularly close relationships with law enforcement.

Financial incentives can shape the data private entities gather and the circumstances under which they share data with law enforcement. Thomson Reuters, for example, has profited enormously from selling law enforcement access to its CLEAR database. This relationship with law enforcement encourages the company to collect more data in CLEAR, and to enhance its search capabilities. Motorola Solutions, in its effort to provide “the only end-to-end public safety ecosystem,” continues to expand the data services it offers—including its recent acquisition of the nation’s largest shareable database of vehicle location information, its incorporation of facial recognition search technologies, and its “own exclusive database” of facial images. Companies with such close relationships to law enforcement are incentivized to reduce points of friction and make data collection and access as seamless as possible.

In contrast, private entities that do not profit directly from law enforcement operate with different incentives. Although these companies have their own profit motives to harvest our data, they have less reason to build their data collection practices and access policies around law enforcement needs. Google, for example, while profiting tremendously from user data, does not sell access to law enforcement. Google turns over the data of tens of thousands of users a year, but it does so in response to specific legal process. This process is far from perfect, and Google could do more to oppose overly broad requests, but at least Google creates points of friction to minimize the user data it shares and files transparency reports. These processes are a far cry from the bulk collection and access that Thomson Reuters provides. And when companies do not rely on police coffers for revenue, they can push back on law enforcement requests: Apple, referenced earlier, used its refusal to comply with the FBI’s request to hack iPhones as a marketing opportunity.

In short, private entities with close relationships to law enforcement are not incentivized to perform separation-of-powers functions and are more likely to serve as an extension of law enforcement. They are likely to take steps toward reducing friction and accommodating law enforcement at every turn. This is where regulators should focus their attention.
B. Operationalizing This Line

But how to operationalize this line? How to define those entities with sufficiently close ties to law enforcement to warrant additional regulatory scrutiny?

The web of law enforcement data collection is complicated, and any regulation must account for this complexity. Entities large and small share data with law enforcement. Some do so to make a profit while others do not. Some share data they own; others share data owned by others.

Although it might sound simple enough to regulate all entities that provide access to or share data with law enforcement agencies, this definition would sweep in entities that provide data in response to legal process, such as a local business that responds to a subpoena or warrant. The key is to target those instances of law enforcement access to privately held data that are most susceptible to abuse.

To that end, policy makers ought to focus on two types of entities:

First, lawmakers should include private entities that provide law enforcement with access to data under a formal contractual arrangement or in exchange for compensation. These entities include some of the most invasive examples of law enforcement access to the private data market, including large data brokers that aggregate public information into individual dossiers (Thomson Reuters, LexisNexis); bulk purchasing of cell phone location information (Venntel); access to massive troves of geotagged license plate reads (Vigilant Solutions, NVLS); and access to a variety of biometric databases, including faces (Clearview AI), iris scans (BI2 Technologies), and DNA profiles (DNASolves).

It is important to expansively define the types of contracts and compensation that qualify. There are many vendors that provide law enforcement with free access to a product on a trial basis not under formal contracts, but under more general memorandums of understanding and terms of service. There are vendors that receive compensation in the form of user data added to their database, rather than financial compensation.

Second, lawmakers should include private entities that facilitate law enforcement access to “crowdsourced” data—that is, data provided by private individuals and aggregated or shared by a third-party entity. Law enforcement has long relied on private individuals to conduct surveillance and share information, but private entities have recently augmented this process. Crime Stoppers offers cash rewards for information and claims to have contributed to over 800,000 arrests, including over 14,000 homicides. Technology companies offer members of the public (and businesses) ways to install sophisticated surveillance equipment and share the captured data directly with law enforcement. Flock Safety allows homeowners’ associations and other private entities to purchase ALPRs and
to share the data they generate in bulk with local law enforcement. Ring has created a service (Neighbors Public Safety Service) by which law enforcement agencies can request video from community members. In these cases, neither Ring nor Flock is selling directly to law enforcement and often lack any formal contractual relationship. And yet, policy makers would do well to understand the types of lateral surveillance devices in use in their communities, and how law enforcement accesses that data.

To avoid overregulation, lawmakers should consider certain exemptions. For example, they might exempt entities that share only in response to mandatory legal process (search warrants, national security letters). This regulation could also exempt entities whose financial relationship with law enforcement falls below a minimum dollar threshold. A threshold exemption would avoid sweeping in small entities or individuals that take subpoena or witness fees for responding to government requests and has precedent in a variety of other contexts.44

**C. Requiring Registration**

How a jurisdiction ultimately regulates entities with close law enforcement ties will depend on the political realities of that jurisdiction. In this section, I suggest modest registration requirements designed to provide policy makers with a fuller understanding of how law enforcement uses the private data market.45 A registration requirement would not substantively restrict law enforcement’s use of the private data market, but would move its use into public view, allowing policy makers and communities to determine whether greater regulation is warranted.

Data providers with sufficiently close ties to law enforcement should be required to register and disclose at least the following sorts of information:

- The entity’s name and contact information, including information on any subsidiaries or parent corporation with access to the data at issue
- A description of the data the entity collects, stores, or transfers
- A description of the source of the data and how it is obtained
- Whether the entity has a direct relationship with the subjects of the data (or whether the data is obtained via a third party) and whether (and how) the subjects of the data had the opportunity to opt out at the time of collection
- Whether the entity applies any analytic tools to the data, including AI or machine-learning based algorithms
• A list of all government agencies with which the entity has shared data and the nature of that data

• Total revenue from data sharing with government agencies, including both direct compensation from government entities and private funding on behalf of government entities

• The terms under which the data was shared, including whether the data was shared in response to legal process, under contract, or in exchange for compensation

• A copy of any contract or terms of service under which data is shared with law enforcement

• The entity’s data security practices, including whether the entity has suffered any data breaches

A robust registration statute would, of course, include additional provisions, such as requirements to state the relevant information “in a concise, transparent, intelligible and easily accessible form, using clear and plain language,”46 and penalties for failure to comply (such as civil liability or a private right of action).47

Conclusion

Law enforcement’s collection of electronic data remains woefully underregulated. This is particularly so when private third parties are involved. As courts continue to play catch up, there is a desperate need for regulators to enter the fray. In this paper I suggest a modest first step—rather than turning away from any involvement by private actors, or leaving them entirely unregulated, I suggest a registration process that aims to bring transparency to those private entities that are most likely to serve as an extension of law enforcement.
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1 The arguments in this section are part of a broader forthcoming project. See Farhang Heydari, The Private Role in Public Safety, 90 GEO. WASH. L. REV. (forthcoming 2022).


8 The private search doctrine, for example, allows law enforcement to conduct a warrantless search when a warrant would normally be required, merely because a private party has already conducted the search. See, e.g., United States v. Jacobsen, 466 U.S. 109 (1984). The third-party doctrine allows law enforcement to access information about us that has been exposed to third parties. See, e.g., Smith v. Maryland, 442 U.S. 735 (1979).
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25 See Alan Z. Rozenshtein, Surveillance Intermediaries, 70 STAN. L. REV. 99, 105 (2018) (“By entrusting our data processing and communications to a handful of giant technology companies, we’ve created a new generation of surveillance intermediaries: large, powerful companies that stand between the government and our data and, in the process, help constrain government surveillance.”) (emphasis in original).

26 Apple Inc’s Motion to Vacate Order Compelling Apple Inc. to Assist Agents in Search, and Opposition to Government’s Motion to Compel Assistance, United States v. in the Matter of the Search of an Apple iPhone Seized During the Execution of a Search Warrant on a Black Lexus IS300, California License Plate 35KGD203, 5:16-cm-00010 (C.D. Cal. filed on Mar. 3, 2016), https://epic.org/amicus/cryptof/apple/In-re-Apple-Motion-to-Vacate.pdf.


40 For example, since Apple has refused to cooperate with the FBI, other law-enforcement aligned companies like GrayKey and Cellebrite, which rely on law enforcement for revenue, have stepped in to offer their own hacking services. See Thomas Brewster, An Israel-U.S. Merger Creates an Apple Hacking Powerhouse for the Feds, FORBES (Jan. 14, 2020), https://www.forbes.com/sites/thomasbrewster/2020/01/14/an-israel-us-merger-creates-an-apple-hacking-powerhouse-for-the-feds/?sh=4f8d361579.


42 ELECTRONIC FRONTIER FOUND., STREET-LEVEL SURVEILLANCE, https://www.eff.org/pages/iris-recognition (last visited Aug. 6, 2020) (“The vendor BI2 offered these sheriffs free three-year trials of its stationary iris capture devices to be used in inmate intake facilities. . . . The scans will be added to BI2’s private database, which already has close to a million iris scans collected from over 180 law enforcement jurisdictions across the country.”).

44 Examples include certain conflict-of-interest laws (e.g., 42 C.F.R. § 50.603), state and federal lobbying rules (e.g., Section 4(a)(3) of the Lobbying Disclosure Act (LDA)), and more.


47 See, e.g., VT. STAT. ANN. tit. 9, § 2430 (2018).
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