Today, more than ever, law enforcement has access to massive amounts of consumer data that allow police to essentially pluck a suspect out of thin air. Internet service providers and third parties collect and aggregate precise location data generated by our devices and their apps, making it possible for law enforcement to easily determine everyone who was in a given area during a given time period. Similarly, search engines compile and store our internet searches in a way that allows law enforcement to learn everyone who searched for specific keywords like an address or the word “bomb.” In addition, DNA is now amassed in consumer genetic genealogy databases that make it possible for law enforcement to identify almost any unknown person from their DNA, even if the unknown person never chose to add their own DNA to the database.

Modern law enforcement officials very frequently conduct “suspicionless searches”—searches that are not based on individualized suspicion—on these computer databases. These searches can include the private information of millions of people unconnected to a crime on the mere possibility the police will find one person who is. Law enforcement justifies these searches by arguing that people voluntarily provide their information to third parties and agree to contracts that allow those third parties to share consumers’ data with others. They also argue that the individual data points exposed through these searches are, standing alone, not all that revealing or are de-identified. Therefore, they argue, the Fourth Amendment should not restrict access to the data.

For the most part, courts are only addressing the privacy and civil liberties issues posed by these searches piecemeal through the criminal justice system. But by looking only at the data used to identify an individual defendant, society as a whole is missing a much larger looming problem: as we and our devices generate more and more data that is shared with
third parties, law enforcement now has relatively easy and inexpensive access to data that can identify and track all of us. Consumers would be surprised to know that their data is so readily accessible to law enforcement. However, as discussed below, it is almost impossible to opt out.

There are currently few explicit legislative or judicial checks on these kinds of searches. That has left it up to third-party data collectors to push back. In some cases, this happens, to a certain extent. For example, in response to warrants for mass location data, it appears Google has shaped search protocols to try to protect accounts. However, in other cases, disclosure may be subject to the whims of the data collector. Genetic genealogy company GEDmatch allowed law enforcement access to its clients’ DNA data for investigations that its founder personally felt were worthy, while a similar company, FamilyTreeDNA, has welcomed law enforcement with open arms. And location data brokers appear ready and willing to sell aggregated data to anyone able to buy it on the open market, including the government.

This article describes the problem of suspicionless searches of consumer databases, explains the threat that these searches pose to privacy interests, argues that the legal arguments put forth by law enforcement in defense of these practices are flawed, and suggests what should be done about the problem both in courts and in the legislature. The article focuses on three versions of these suspicionless searches: reverse location warrants issued to specific internet service providers (also known as “geofence warrants”); searches of de-identified location data generated by applications on a user’s device and aggregated by third-party data brokers; and forensic searches of consumer genetic genealogy databases. It will discuss the privacy implications posed by a lack of restrictions on access to the data and the challenges to developing and enforcing new restrictions. The article argues that these searches should be addressed on two fronts at once. First, for reasons I explain, suspicionless searches should be challenged as unconstitutional general warrants in the courts. And second, states and the federal government should pass laws explicitly limiting or banning police from using these technologies.

**The Data, the Searches, and the Accompanying Privacy Concerns**

The federal government and law enforcement have a long history of unrestrained access to large collections of data about or that can be linked to individuals. Much of this data in the past came directly from databases of public records collected by the government, such as driver, vehicle, and property records, as well as from law enforcement databases like arrest records. In general, these databases were not integrated with one another, and searching for information on an individual could be time-consuming. This created resource constraints and practical limitations on how many individuals could be investigated at any one time.
Over the past few decades, however, data aggregation by private vendors such as Palantir and Thompson Reuters and direct access to private consumer data has made database searches cheaper, easier to conduct, and quicker to produce results. In addition, the search results can offer insights—such as patterns of behavior and relationships among seemingly unconnected people—that individual law enforcement officers might not be able to identify on their own. All of this has increased the privacy ramifications of law enforcement database searches.

Courts are only now starting to address these privacy concerns. In 2018 the Supreme Court in *Carpenter v. United States*, for example, held that the Fourth Amendment required a warrant for access to historical cell site location information (CSLI) held by phone companies. The three types of data discussed in this article—geofence data, aggregated app-generated location data, and genetic genealogy data—implicate privacy rights in several key ways that are similar to CSLI. First, they allow police access to “a category of information otherwise [and previously] unknowable”—data from people who were not under suspicion at the time the data was collected. Second, the technologies circumvent traditional constraints on police surveillance power and make searches “remarkably easy, cheap, and efficient compared to traditional investigative tools.” Finally, the data searched can be highly revealing. Location “provides an intimate window into a person’s life, revealing not only his particular movements, but through them his ‘familial, political, professional, religious, and sexual associations.’” And DNA can tell us where in the world our ancestors came from, who we are related to, our physical characteristics, and whether we are likely to get a host of genetically determined diseases. In the future, as researchers learn more about genetics, our DNA will likely reveal even more.

But these three types of data are also different from the CSLI at issue in *Carpenter* in three key ways: (1) consumers have tacitly or knowingly consented to share their data with third parties to a greater extent than CSLI (which is merely collected as a by-product of using a cell phone); (2) law enforcement does not need to start with an individual suspect or device when searching through the data; and (3) as a result of that, each search reveals or can reveal significant amounts of private and sensitive information, not just about a single individual under investigation, but also about lots of people who have no connection whatsoever to the crime. As discussed further below, these differences could require courts and legislatures to take a different approach in restricting police searches through the data.

**Geofence Data**

Geofence or reverse location searches allow law enforcement to identify all devices that were in a given area during a given time period in the past. Of the three types of searches
discussed in this paper, geofence searches are the only searches where law enforcement has consistently sought a warrant. However, geofence warrants are unlike typical warrants for electronic information because they do not name a specific person, device, or account. Instead, they require a provider to search its entire reserve of user location data to identify all users that fit within the geolocation and time parameters defined by the police.

So far, all geofence warrants at issue in criminal cases have involved Google, which has a particularly robust collection of location data. As Google has explained in a Virginia case, it collects location data from users of its Android devices as well as from Apple devices that use Google apps, and it stores that data in a database called “Location History” or “SensorVault.” The location data draws on a variety of sensors, including GPS and Bluetooth, as well as methods for locating a device in relation to nearby cell towers and Wi-Fi networks. As a result, individual location data points held by Google are often highly precise, determining where a user was at a given date and time, sometimes to within twenty meters or less. Google’s Location History database contains information about hundreds of millions of devices around the world, going back almost a decade. Although Google emphasizes that users must opt in to Location History, opting in may be virtually automatic, especially on a mobile device running the Android operating system. Further, if users do opt in, figuring out how to later opt out is confusing; internal Google emails revealed even the company’s own engineers were not sure how to do it.

Law enforcement has used a three-step process to learn the identities of device holders (in most cases, a single warrant authorizes all three steps, so officers never need to go back before a judge). In the first step, the officer specifies the geographic area and time period of interest, using GPS coordinates to designate a “geofence” around the area. In response, Google searches its entire database of user location information—tens of millions of accounts—to extract the subset of data responsive to the warrant, giving police de-identified information on all devices within the area. This step may reveal hundreds or thousands of devices, depending on the size and location of the geofence, the time of day, population density, and the length of time requested. At the next step, officers narrow the scope of their request to fewer devices and ask Google to release more, and more detailed, data for those devices, including data on where devices traveled outside the original requested geographic area and time period. This data, which still involves multiple devices, can reveal detailed travel patterns. In the final step, police review that travel data to see if they think any devices appear relevant to the crime, and then they ask for identifying information for those devices. The information Google turns over at this point includes the subscriber’s name, email address, IMEI and phone numbers, service subscription, recovery SMS phone number, and recovery email address.
Reports indicate that law enforcement frequently receives large sets of data in response to geofence warrants. In one case, the Bureau of Alcohol, Tobacco, Firearms and Explosives was investigating a series of arsons in Milwaukee and served Google with two warrants that sought data for all Google customers within areas covering 3 hectares (roughly 7.5 football fields) during a total of nine hours. In response, Google provided the government with identifying information for nearly 1,500 devices. Even in cases with more limited search windows, geofence warrants routinely produce information belonging to tens or even hundreds of devices. This means that most of the information Google provides to law enforcement in response to a geofence warrant is for people who have no connection to the crime under investigation.

The use of geofence warrants is relatively new, reportedly dating to 2016, but they have quickly become a popular surveillance tool for the police. Google recently released a supplemental transparency report that discloses for the first time that Google received approximately 20,000 geofence warrants between 2018 and 2020. Geofence requests now constitute more than a quarter of the total number of all warrants Google received. The vast majority of geofence warrant requests (95.6 percent) came from state and local police agencies, with nearly 20 percent of those coming solely from agencies in California. Further, many states have ramped up their use of geofence warrants exponentially over the last couple years—in 2018, California issued 209 geofence warrant requests, but in 2020, it issued 1,909. The use of geofence warrants has become widespread enough that a magistrate judge from the Northern District of Illinois recently chided the government publicly: “The government’s undisciplined and overuse of this investigative technique in run-of-the-mill cases that present no urgency or imminent danger poses concerns to our collective sense of privacy and trust in law enforcement officials.”

Even though the use of geofence warrants is relatively new, they have already ensnared innocent individuals. In one case in Gainesville, Florida, police sought detailed information about a man in connection with a burglary after seeing his travel history in the first step of a geofence warrant. However, the man’s travel history was generated through an exercise tracking app he used to log months of bike rides, including a loop ride that happened to take him past the site of the burglary several times. In Ventura County, California, police arrested a man for attempted kidnapping after a geofence warrant identified him as being in the park at the same time as the alleged crime occurred—a park he visited regularly. The police eventually dropped the case, apparently due to the lack of hard evidence, but not until after they held the man in custody and published his name in an article about the investigation in the local paper. While misidentifications like these could happen in traditional police investigations, they may be more likely to occur and may have more serious ramifications in the geofence context because the only link between an individual
and the crime is that the individual happened to be in the area around the time the crime occurred. This can force a suspect into the position of having to prove their innocence—that they were in the area for an unrelated purpose—rather than the police having to prove their guilt, and it increases the risk of both confirmation bias and implicit bias.

Geofence warrants have also been used to identify people in mass gatherings, including some who were likely engaged in First Amendment–protected political protests. Police requested geofence warrants to identify individuals involved in the January 6 riot at the US Capitol, in Minneapolis around the time of the protests following the police killing of George Floyd, and in the protests in Kenosha, Wisconsin following the police shooting of Jacob Blake.22

**Aggregated App-Generated Location Data**

Aggregated app-generated location data is similar to location data produced in response to a geofence warrant in that it can be used to identify people in a specific location during a specific time period. However, unlike the geofence data discussed above, which so far comes from one source, app-generated data may come from almost any application on a user’s phone. App developers frequently collect users’ location data as a by-product of using an app. They divorce the data from users’ names and device identifiers and sell it to third-party data brokers. Those data brokers then aggregate it with millions of other users’ location data and sell it to anyone who will pay for it, including other data brokers, insurers, marketers, and increasingly law enforcement. Because officers can purchase the data, law enforcement has been accessing aggregated app-generated location data without any judicial oversight at all.

Researchers are still trying to piece together exactly where this data comes from (which apps, which data brokers), how law enforcement accesses and searches the data, and which agencies are using it. There are still many questions. What researchers do know is that several federal agencies, including the IRS, Immigration and Customs Enforcement (ICE), Customs and Border Protection (CBP), the Secret Service, and the US military, have all purchased access to this location data.23 Agency contracts seem to provide law enforcement with access to “advertising identifier data, or ‘AdID,’ which typically includes information about where a person is located, what device they’re using, what language they use, which websites they’re visiting, and which websites they buy things from.”24 Although this data is not linked to a person’s name and is arguably de-identified, re-identification is not difficult, given the granularity and volume of data available.25 The New York Times obtained access to similar location data in 2018 and noted it “reveals people’s travels in startling detail, accurate to within a few yards and in some cases updated more than 14,000 times a day.”26 The Times was able to identify several individuals from the dataset for its story. A Norwegian reporter used GDPR rules to obtain his own location data from a data broker.
called Ventel and received 75,406 data points, collected over a period of months. From this, he was easily able to plot his unique route from home to work (as well as to myriad other locations). Federal agencies have acknowledged their ability to reidentify individual users from location data, in combination with other information, suggesting they are purchasing access to the data for this purpose.

Not only does this threaten individuals’ privacy interests, but it could also allow for targeting based on First Amendment–protected freedoms including religion, speech, and association. For example, a handful of apps from which the military received data were targeted specifically at Muslims. Further, as with geofence warrants, access to location data from individuals who were in the same place at the same time could allow police to identify political protestors and to establish relationships among people at other gatherings. Even the US military has recognized that access to this data poses a security risk; it has issued specific guidance to service members, and the NSA has recommended military and intelligence personnel disable location tracking entirely.

While some specific location data-sharing apps have been identified, it may be impossible for users to truly know with whom their data is being shared and whether their data is going to the government. According to Motherboard, even some app developers “were not aware who their users’ location data ends up with.” One investigation found that data passed through at least three separate entities after leaving the app and before reaching its end purchaser. Even if users do learn of specific apps’ data-sharing practices, it also may be difficult to impossible for users to opt out of data sharing and continue to use the apps they want, especially if data-sharing and location tracking are built into the functionality of the app.

**Forensic Genetic Genealogy Searches**

The police are also accessing mass consumer databases of genetic information to try to identify suspects. These searches, called forensic genetic genealogy searches (FGGS), are similar to searches of both app-generated location data and geofence data in that they allow the police to access vast troves of personal and sensitive consumer information. However, the information searched does not reveal where people have traveled in the past; instead, it can identify dozens or even hundreds of people unrelated to a crime but genetically related to a forensic DNA sample, and it has the potential to reveal large segments of people’s genetic makeup. As with aggregated app-generated location data searches, the police are not seeking warrants to access this data.

Genetic genealogy sites are run by private companies and offer to help people find long-lost relatives, learn more about their families and ancestors, and identify their own traits and
health predispositions. Consumers provide extensive genetic data, either as a biological sample or in electronic format, which results in a genetic genealogy profile that is made up of more than half a million single nucleotide polymorphisms (SNPs). The sites’ powerful search and algorithmic functions can identify familial relationships and estimate how close or distant those relationships may be (e.g., a direct connection, like a parent, or a very distant connection, like a fifth cousin).

There are two main types of consumer genetic databases—closed databases like Ancestry and 23andMe, where the company controls and can limit direct access to users’ data and can limit search results, and open databases like GEDmatch, FamilyTreeDNA, and MyHeritage, that offer much broader access and allow users to search their own genetic data against genetic information submitted by all other site users. Open databases make it easier for consumers to search through and find other users, but they also make it easier for law enforcement to do the same. As a result, these sites are increasingly being used by law enforcement around the country to try to identify suspects in cold cases. Just like consumers, officers take advantage of the genetics companies’ powerful algorithms to try to identify familial relationships, but that relationship is between existing site users and an unknown forensic DNA sample. This technique has been gaining interest after one site, GEDmatch, was used to find the “Golden State Killer,” a man responsible for a series of brutal rapes and murders that plagued California in the 1970s and 1980s. By 2018, FGGS had been used in at least two hundred investigations.

Traditional searches through government-run DNA databases like CODIS are designed to identify an unknown DNA profile by matching it exactly to one that already exists in the database, so search results will be one or zero. However, with FGGS, police do not believe the perpetrator’s own DNA is in the database. Instead, they are hoping to match the unknown DNA to biological relatives who may lead them to the perpetrator. For this reason, initial search results could include hundreds of people, depending on how many genetic relatives a person has and how much or how little law enforcement decides to constrain a search.

The data held in genetic genealogy websites is highly revealing. Where a DNA profile stored in a law enforcement database like CODIS typically contains only thirteen to twenty short-tandem repeat (STR) DNA markers, which are specifically chosen from noncoding (and thus less revealing) segments of DNA, the SNPs in a genetic genealogy profile span the entirety of the human genome. Genetic genealogy profiles not only can reveal family members and distant ancestors, but they can also reveal a person’s propensity for various diseases like breast cancer or Alzheimer’s and can predict traits like addiction and drug response. Companies are even able to use genetic data to extrapolate other information about a
A person like what that person looks like today or in the past. FGG search results can also be combined with other data from public records and social media to create a full picture of a person's life. And unlike a social security or driver's license number, DNA can never be changed. As with app-generated location data, the US military is concerned about the privacy implications of sharing data with genetic genealogy databases. In 2019, the military warned personnel against using at-home DNA tests, noting that the tests “could expose personal and genetic information, and potentially create unintended security consequences and increased risk to the joint force and mission.”

Although sites like GEDmatch state that they do not disclose a person's raw DNA to other users, they do allow users to see where, along each chromosome, uploaded genetic data may be similar to that of another user. Using that information, researchers at the University of Washington were able to learn enough to identify people's genetic traits and predispositions. Also, when users perform a one-to-many search on GEDmatch, “each ‘match’ includes the individual's name or alias . . . email address . . . and any [family tree or inherited genetic segments] they have chosen to share.”

Even if we do not personally choose to disclose our own DNA to a consumer service, it is impossible to prevent biological relatives from revealing our genetic data, simply because we share genetic data with people we do not even know. Research shows 60 percent of white Americans can already be identified from a genetic genealogy database representing just 0.5 percent of the US population. This same research shows that once just 2 percent of the US population has uploaded DNA, 90 percent of white Americans would be identifiable. Because of this, these sites are well on the way to creating a de facto national DNA database.

Like geofence searches, FGG searches have also already implicated innocent people who happen to have DNA markers similar to the forensic sample. For example, an earlier search in the Golden State Killer case identified a different person as the likely perpetrator. In 2014, a similar search in an Idaho cold case led police to suspect an innocent man.

Genetic genealogy searches can also easily be misused. As technology has become more advanced and the costs of sequencing have decreased significantly, it has become much easier to collect a DNA sample and extract a useable profile, even without a person's knowledge or consent. Where once, a useful forensic sample could only be obtained from blood, semen, or other bodily fluids, today, forensic investigators can detect, collect, and analyze trace amounts of DNA from objects merely touched by a person. This means that law enforcement can secretly collect an object used by an individual, such as a straw or beer can, extract DNA from that object, upload the profile to a genetic genealogy database, and use it to identify not just that individual but also that individual's close and distant
family members. Courts have generally been unwilling to find a Fourth Amendment protectable interest in discarded or abandoned property, even if that “property” is discarded inadvertently and unavoidably, like DNA.44 This means there are currently no meaningful checks to prevent law enforcement from abusing this technique and using it just to generate leads or, in questionable investigations, to identify protestors or map entire families or communities.45

Challenges to Challenging Suspicionless Search Techniques

Despite the privacy concerns raised by these technologies, there are several reasons why it may be difficult to challenge the database searches discussed in this article through the courts. For one, it has been difficult to determine just how widely used these search techniques are. There are no meaningful reporting requirements, and law enforcement does not always seek a warrant. If these search techniques are revealed at all, it is through individual criminal investigations where defendants may have incentives not to challenge the search. Second, even if defendants do challenge the search, the rights of the millions of other consumers in the database may not be addressed at all. The Supreme Court has held Fourth Amendment rights are personal, so defendants cannot assert the privacy rights of others.46 Finally, these records are in the hands of third parties, and, in many cases, consumers explicitly or tacitly consented to sharing the data. Although every justice on the Supreme Court in Carpenter recognized an expectation of privacy in at least some records shared with third parties,47 the Court explicitly did not overrule the key “third party doctrine” cases: Smith v. Maryland48 and United States v. Miller.49 This means there is still an open question as to how the Fourth Amendment applies to various kinds of consumer data. Each of these challenges will be discussed further in this section.

Do We Know about the Search in the First Place? (The “Stingray Problem”)

One frequent difficulty in challenging new law enforcement search techniques is that we don’t know what we don’t know—we still may not know how, when, and how frequently law enforcement is using a technology and accessing data. This problem is reminiscent of law enforcement attempts a few years ago to conceal their use of cell site simulators (CSS), known colloquially as Stingrays.50 For years, there was no oversight of Stingray use because law enforcement agencies did whatever they could to hide their use of the devices from defendants, prosecutors, and even the courts. Police used vague terms to describe Stingrays (if they mentioned them at all), such as referring to the use of a Stingray as “receiv[ing] information from a confidential source regarding the location of the suspect,”51 and they employed parallel construction52 to make it seem like they used other means to identify and locate the defendant. Prosecutors even withdrew evidence and dropped prosecutions to avoid having to reveal their “source.”53 Much of this secrecy was required in nondisclosure
agreements between the FBI and state and local agencies that were drafted at the behest of private contractors.\textsuperscript{54}

As with Stingrays, we still don’t know how widespread the use of these newer suspicionless search technologies actually is and how some of these technologies truly operate. This is especially true of aggregated app-generated location data. Despite a flurry of media attention following initial stories in Motherboard and the Wall Street Journal,\textsuperscript{55} we still don’t know where exactly the data comes from, how easy it is to reidentify a specific person from the data, how widespread its use is, which agencies are using it, and whether and how it has been used in specific criminal or immigration investigations. This could be due in part to data brokers’ contract terms—Protocol found that one company, Locate X, included a term stating its data may not be “cited in any court/investigation-related document”\textsuperscript{56}—or law enforcement could be using parallel construction. In December 2020, after DHS failed to respond to Senate questions, the DHS Inspector General launched an investigation, which may turn up some answers.\textsuperscript{57} The Department of Treasury Inspector General investigated the IRS Criminal Investigations unit’s use of the technology, which it described in a letter to Senators Ron Wyden and Elizabeth Warren, but it didn’t provide many details, perhaps because IRS did not maintain logs of use or access.\textsuperscript{58}

There are similar challenges to learning more about geofence and genetic genealogy searches, including how and where they are being used. Although Google has now released some data on the numbers of warrants it has received, and several geofence warrants have been unsealed, there is still a lot to learn. Further, although the police seem eager to discuss their use of genetic genealogy technology in solving some cold cases, there is some evidence that police have purposefully hidden information about FGG searches from the defense.\textsuperscript{59} Also, the lack of any countrywide reporting requirements for police use of either of these techniques means there is no easy way to track how often and where they are being used and how frequently they ensnare innocent people. Department of Justice rules from 2019 require federal agencies to track their FGG searches on an annual basis, but DOJ has yet to release any of this reporting to the public.\textsuperscript{60}

Even if police do not explicitly hide information about their use of suspicionless search technologies, it still may be difficult to learn the full scope of that use. When police request a warrant or some other court process (which they don’t currently do for FGGS or searches through app-generated location data), that process is opaque and non-adversarial. Warrants are almost always sealed before cases are brought and frequently remain sealed afterward. And even if they are unsealed, warrants are difficult to track across jurisdictions, due to a lack of standard naming conventions within PACER, the online federal court record database, and a lack of easily searchable online court records in many state jurisdictions.
And if police never find anything useful for their investigation from one of these searches, the public may never learn about it; without a successful investigation, prosecutors won’t bring a case, so there may not be a forum in which the search is proactively disclosed.

**Does the Defendant Have an Objectively Reasonable Expectation of Privacy in the Data?**

A second obstacle to challenging or placing limits on these searches via the courts is establishing, once a person has been charged, that they have a reasonable expectation of privacy in the data or that a search protected by the Fourth Amendment has occurred. This analysis, based on Justice Harlan’s concurring opinion in *Katz v. United States*, requires a determination that a person has “an actual (subjective) expectation of privacy” in the place searched that society would objectively view as reasonable. However, the reasonable expectation of privacy test is challenging to implement in the technological world of today where, based on a strict application of the *Katz* test, the more we understand about how our data is collected and shared, the less we can claim we have an “objectively reasonable” expectation that our data will remain private. As the Seventh Circuit recently concluded, “The up-shot: the *Katz* test as currently interpreted may eventually afford the government ever-wider latitude over the most sophisticated, intrusive, and all-knowing technologies with lessening constitutional constraints.” As discussed below, this failing in the *Katz* test could doom its ability to protect privacy interests impacted by each of the suspicionless search technologies discussed in this article.

**What if the defendant did not contribute their own data? (FGGS)** Although most people would recognize that genetic genealogy databases contain individuals’ most sensitive and private data, it could be difficult to challenge FGG searches through the criminal justice process because the individual charged with the crime did not upload their own genetic data. Instead, investigators rely on data uploaded by that person’s relatives to generate leads in an investigation. If the individual who uploaded the data is not the person who will ultimately stand trial (or, put the other way, if the defendant on trial did not upload their own genetic data), courts may resist finding the defendant had a protectable privacy interest in the data. The Supreme Court has held that Fourth Amendment rights are personal; defendants cannot assert them for someone else, even if the defendant is the target of the search. This means a defendant cannot easily challenge a search where all the data came from other people.

One possible way around this problem would be to argue that the defendant *does* have a personal privacy interest in the data because some of the defendant’s own genetic code is in the database; the genetic data that the defendant shares with their biological relatives is what led the police to the defendant in the first place, even though that genetic code was uploaded by someone else. The Supreme Court recognized in *Carpenter* that we can still
have a privacy interest in data shared with another party, even if that data is outside our own control.\textsuperscript{64} So, like CSLI, theoretically the Fourth Amendment should protect genetic genealogy data, even when it is shared involuntarily with a relative who has chosen to upload it to a consumer website accessible to the police. However, this argument has not yet been tested in court.\textsuperscript{65}

**How much information is enough to show a protectable privacy interest? (De-identified data, limited data points, and the “mosaic theory”)**  

*Carpenter* recognized a privacy interest in location data that is aggregated and collected over time, finding it can reflect a wealth of detail about “a person’s . . . ‘familial, political, professional, religious, and sexual associations.’”\textsuperscript{66} In doing so, *Carpenter* built off the opinions of five justices in *United States v. Jones*, who recognized “longer term GPS monitoring in investigations of most offenses impinges on expectations of privacy.”\textsuperscript{67} This identification of a privacy interest in aggregated data that, collectively, reveals more about a person than the individual data points ever could, is frequently referred to as the “mosaic theory” of privacy.\textsuperscript{68} The difficulty with the mosaic theory is that it is unclear how much data is needed to create a protectable privacy interest. Neither *Jones* nor *Carpenter* answered the question of how much data is enough; nor has the Court addressed the question of whether the Fourth Amendment protects privacy interests in sensitive non-locational data or de-identified data. Lower courts are still struggling with these questions today, and this could create challenges as courts grapple with the Fourth Amendment’s application to searches of the three types of data discussed in this article. For example, the government has argued that geofence searches do not violate the Fourth Amendment if the geographic search area is small, and the time period of the search is short. Similarly, the government argues that access to genetic genealogy data does not raise a privacy interest because the government only uses a small amount of data and uses it merely to identify someone.

A recent case from the Fourth Circuit Court of Appeals, *Leaders of a Beautiful Struggle v. Baltimore Police Department*, demonstrates the various ways courts are approaching these questions.\textsuperscript{69} In the case, the court addressed a police surveillance program in Baltimore, Maryland, called “Aerial Investigative Research” (AIR), by which multiple airplanes flew continuously over the city for twelve hours each day photographing about 90 percent of the city at any given time. This allowed analysts to track the public movements of people and vehicles in the hours leading up to and following a crime.\textsuperscript{70} When the case came before a panel of the court, the panel held that the program did not violate a reasonable expectation of privacy because it was “merely a tool used to track short-term movements in public, where the expectation of privacy is lessened,” and, standing alone, the program did not allow the police to identify individuals.\textsuperscript{71} The court did not engage with plaintiffs’ and *amici*’s claims that the program’s data could easily be combined (and was being combined)
with other data from security cameras and license plate readers to identify individuals and vehicles.

However, when the *en banc* court reviewed the case, a majority of judges held the plaintiffs had a clear, Fourth Amendment–protected privacy interest impacted by the program. The *en banc* court found *Carpenter* “appl[ied] squarely to the case” because the program tracked “‘every movement’ of every person outside in Baltimore,” provided a “‘detailed, encyclopedic’” record of where those people came and went, and allowed law enforcement to “‘travel back in time’ to observe a target’s movements.” Even if the program collected data in “shorter snippets of several hours or less,” that was “enough to yield ‘a wealth of detail’ greater than the sum of the individual trips.” The court also addressed the fact that individuals were not directly identifiable from the footage alone. Unlike the panel, the *en banc* court held that this was not the end of the analysis. The court held the police could use “any number of context clues [such as where people start and end their day] to distinguish individuals and deduce identity.” They could also cross-reference footage against other available surveillance data. For example, if police lost a vehicle during the time AIR cameras were not recording, they could turn to automated license plate readers to relocate the car. This was fully in line with *Carpenter*, where the Supreme Court noted “‘the Government could, in combination with other information, deduce a detailed log of Carpenter’s movements.’” The court refused to let “inference insulate a search.”

*Leaders of a Beautiful Struggle* may indicate a greater willingness of courts to engage with the types of suspicionless searches discussed in this article. However, the outcome of that engagement is far from clear, given other recent cases. For example, in *United States v. Moalin*, the Ninth Circuit questioned the constitutionality of the NSA’s mass telephony metadata program but stopped short of holding it unconstitutional. In *Commonwealth v. McCarthy*, the Massachusetts Supreme Judicial Court recognized the potential privacy implications of automated license plate reader (ALPR) data collection but did not find a search of the ALPR database violated the state constitution. It noted that ALPRs placed near sensitive locations can “reveal . . . an individual’s life and associations” and “allow the police to reconstruct people’s past movements without knowing in advance who police are looking for, thus granting police access to ‘a category of information otherwise [and previously] unknowable.’” The court also noted that, “[w]ith enough cameras in enough locations, the historic location data from an ALPR system in Massachusetts would invade a reasonable expectation of privacy and would constitute a search for constitutional purposes.” However, the court held that it couldn’t assess how privacy invasive the technology was in the case because the defendant had not introduced enough evidence of widespread ALPR collection by the government; all the court had in front of it was that the
police had gathered data from cameras on two bridges over a limited period of time, and that wasn’t enough.85

Similarly, in United States v. Hammond,86 the Seventh Circuit held that real-time cell phone tracking wasn’t a search because the data collected covered a “matter of hours” rather than one hundred twenty-seven days at issue in Carpenter and “crucially . . . [did] not provide a ‘window into [the] person’s life, revealing . . . his familial, political, professional, religious, and sexual associations’ to the same, intrusive degree [as in Carpenter.]”87 In United States v. Tuggle,88 a panel of the Seventh Circuit held that eighteen months of pole camera surveillance of the front of a person’s home did not violate the Fourth Amendment, in part because, while “the stationary cameras placed around [the defendant’s] house captured an important sliver of [his] life . . . , they did not paint the type of exhaustive picture of his every movement that the Supreme Court has frowned upon.”89

Similarly, in Sanchez v. Los Angeles Department of Transportation,90 the district court held the City of Los Angeles’s collection of mass, citywide shared mobility device (scooter and bike rental) data did not implicate the Fourth Amendment.91 Although the city is collecting real-time location data on the start and endpoints of all shared bike and scooter rides and the path of all rides on a twenty-four-hour delay, the court refused to recognize a privacy interest in the data because it is de-identified. The court said, “[o]bviously, a person does not have a reasonable expectation of privacy over information that cannot even be connected to her.”92

Outside the context of location, courts have also contended with the question of how much data is enough. For example, in Maryland v. King, the Supreme Court addressed the collection of DNA from all people in Maryland arrested for felony offenses.93 Mr. King argued that DNA can reveal sensitive and private information about people and therefore the government’s collection of DNA from individuals presumed innocent violated the Fourth Amendment. However, the Court refused to engage with that argument, holding that, even though the government had access to all of the arrestee’s genetic information contained in the DNA sample it collected, that was irrelevant to the analysis because the government only relied on the CODIS core loci, which were from noncoding regions that did not reveal genetic traits.94 However, a more recent Supreme Court case could indicate a newer willingness to accept as part of the analysis the government’s mere ability to access more data, not just the smaller portion of data it may rely on to prove its case. In Birchfield v. North Dakota,95 the Court held that the Fourth Amendment did not allow the warrantless collection of a blood sample from an allegedly intoxicated driver because “blood tests are significantly more intrusive [than breath tests].”96 It didn’t matter to the Court that the sample was used merely to test for blood alcohol content because:
[A] blood test, unlike a breath test, places in the hands of law enforcement authorities a sample that can be preserved and from which it is possible to extract information beyond a simple BAC reading. Even if the law enforcement agency is precluded from testing the blood for any purpose other than to measure BAC, the potential remains and may result in anxiety for the person tested.97

In each of these cases, the government had access to significant quantities of data (or at least had the ability to access it). However, in McCarthy, Hammond, Tuggle, and King, the courts were unconvinced that the quantity of data was sufficient to create a protectable privacy interest, and in Sanchez and the Leaders of a Beautiful Struggle panel opinion, the judges did not accept that people have any expectation of privacy in de-identified data at all. The shortsighted analysis exemplified by these cases could make it difficult to challenge the mass, suspicionless searches discussed in this article, as each, to a certain extent involves de-identified data or the use of limited amounts of data. However, Birchfield and the en banc Leaders of a Beautiful Struggle opinion may begin to provide a road map for a path forward.

What if consumers knowingly disclose their data to third-party companies? (Third-party doctrine, terms of service, consent, and law enforcement access to data on the open market) Courts may also have difficulty finding a protectable privacy interest in the types of data addressed in this article because all consumer data is shared with third parties; the police don’t need to go directly to the consumer to get it. Also complicating matters—the police are able to purchase access to aggregated app-generated location data and to access genetic genealogy data without restrictions, just like other, non-law enforcement users.98 The majority opinion in Carpenter explicitly did not overrule the third-party doctrine, and law enforcement continues to argue that defendants lack a reasonable expectation of privacy in data in the hands of third parties.99

In Carpenter, the Supreme Court carved out an exception to the third-party doctrine for certain consumer location data held by phone companies, explaining that cell phone location information “is not truly ‘shared’ as one normally understands the term,” particularly because a phone “logs a cell-site record by dint of its operation, without any affirmative act on the part of the user beyond powering up.”100 However, the Court also emphasized that its holding was “a narrow one,”101 and it remains to be seen how narrow or broad a carve-out the Court actually created. Justice Kennedy noted in his dissent that the majority’s “reinterpretation of Miller and Smith will have dramatic consequences for law enforcement, courts, and society as a whole.”102 But so far, lower courts seem unwilling to push the limits of Carpenter on data shared with third parties. In cases with facts somewhat similar to Carpenter, such as cases involving location data, some lower courts have found the third-party doctrine does not apply. For example, in United States v. Diggs,103 the
government argued the defendant could not show an expectation of privacy in GPS location data generated by the car he was driving because the data was collected by the car company pursuant to an agreement his wife signed when she bought the car, and the company voluntarily disclosed it to the police. The court disagreed, holding “[t]he GPS data at issue here fits squarely within the scope of the reasonable expectation of privacy identified by the Jones concurrences and reaffirmed in Carpenter.” Similarly, some courts have also applied Carpenter to real-time cell phone location data.

However, where facts diverge from Carpenter, even slightly, courts have been quick to hold the third-party doctrine still applies. In Sanchez v. Los Angeles Department of Transportation, the court distinguished the compelled collection of de-identified rental scooter location data from CSLI, refusing to find a protectable privacy interest and holding “[w]hen someone chooses to use a rental scooter service for transportation, she assumes the risk that a technology company will be tracking her location for so long as she rides a scooter belonging to that company.” In cases involving facts outside the context of location data, courts have been even more resistant to weakening the third-party doctrine. In United States v. Trader, the Eleventh Circuit held Carpenter does not apply to subscriber information like email addresses and internet protocol addresses, holding these are business records disclosed during ordinary use of the internet and fall within the third-party doctrine. In cryptocurrency cases, courts have held Carpenter does not extend to data associated with cryptocurrency purchases because the “nature of the information on the Bitcoin blockchain and the voluntariness of the exposure weigh heavily against finding a privacy interest in an individual’s information.”

And, although courts have yet to address the issue, federal and local agencies have taken the position that the Fourth Amendment also does not preclude access to data available on the open market because consumers have explicitly or implicitly chosen to share that data with others by “agreeing” to a company’s terms of service. Similarly, agencies have argued that they are not required to seek any court process before accessing genetic genealogy data because consumers have chosen to share this data with third-party companies and to make it available without restrictions to other site users.

However, courts might, in the future, be convinced to further limit the third-party doctrine and cabin the scope of data-sharing agreements between consumers and companies, given the sheer volume and sensitivity of data available on individuals and the ubiquity of these non-negotiated agreements. As noted above, in Carpenter, every Justice suggested that the Fourth Amendment protects the content of at least some records stored with third parties. The Ninth Circuit in Moalin seemed poised to find the NSA’s bulk telephony metadata collection program unconstitutional based on the sheer quantity of data and the
government’s ability to analyze it. And in United States v. Byrd, the Court rejected the argument that Fourth Amendment rights can be determined by private form contracts. The Court held that drivers have a reasonable expectation of privacy in a rental car even when they are driving that car in violation of the rental agreement. Car-rental agreements, wrote the Court, are filled with “long lists of restrictions” that have nothing to do with a driver’s reasonable expectation of privacy in the rental car; what matters more is if the driver otherwise has “lawful possession of and control over the car.” Given Byrd, one could argue similarly that technology companies’ terms of service should not impact whether someone otherwise has a reasonable expectation of privacy in data shared with third parties.

How to Address These Challenges

Carpenter laid out a much-discussed multifactor approach to determining a Fourth Amendment protectable privacy interest in data shared with third parties and collected in mass databases. This approach considers “intimacy, comprehensiveness, expense, retrospectivity, and voluntariness.” It is possible to apply Carpenter to other types of data, but these qualities do not map cleanly to protect the data discussed in this article. For example, few would argue that our genetic data does not hold the “privacies of life,” and researchers have shown that within a few years it will be possible to identify almost all white Americans through consumer genetic databases. Therefore, genetic data seems to meet Carpenter’s intimacy and comprehensiveness factors. Further, access to many genetic genealogy databases is inexpensive or free, and genetic sequencing costs have dropped dramatically over the last twenty years. These databases also allow for retrospective searches—the data has already been collected so law enforcement does not need to go out and seek genetic data to build its own database for each new criminal investigation. So genetic data also seems to meet Carpenter’s expense and retrospectivity factors.

However, voluntariness could create a barrier to a clear application of Carpenter to consumer genetic data. First, consumers willingly and knowingly upload and share their genetic data, in some cases explicitly opting in to sharing it with law enforcement. And, unlike with CSLI, there is less of an argument that people need to do so to live in the modern world. Second, almost the flip side to this same coin, the suspect did not upload their own genetic data to a genetic genealogy database, so the disclosure of segments of their shared genetic code was not voluntary. But because of that, they may also have a hard time arguing they have a privacy interest in the data at all.

Similarly, geofence and app-generated location data searches meet some of the Carpenter factors but not others. Like cell site location information, they allow the police to “travel back in time to retrace a person’s whereabouts.” However, the government has argued that
access to aggregated app-generated location data does not implicate the Fourth Amendment because users voluntarily share data with third parties by using apps that are not necessary to modern life. And, they argue, the data is not necessarily intimate because it is (theoretically, at least) anonymized. Similar arguments have been applied to geofence data, which is the one type of data discussed in this article for which law enforcement already gets a warrant. For geofence data, law enforcement argues that it is only seeking a limited slice of data that users voluntarily share with Google, and therefore the data is neither comprehensive nor intimate.123

Given these challenges with applying Carpenter to law enforcement access to the types of data discussed in this article, these searches require a different approach. This article proposes two: judicial and legislative. If the searches are challenged in court, courts should treat them as general searches that violate the Fourth Amendment. However, as these searches may never reach a court, legislatures should pass strict and clear limits on law enforcement access to the data or ban access entirely.

These Searches Are Unconstitutional General Warrants in Violation of the Fourth Amendment

Stepping back from Carpenter, it is important again to highlight the main characteristic of these searches: they do not require individualized suspicion. For each of these searches, law enforcement lacks predicate facts to link any individual person to the crime under investigation. Instead, these are dragnet searches through the data of everyone in a database. The fact that the searches start without a specific suspect makes them similar to the general warrants with which all Fourth Amendment scholars are familiar.

The Fourth Amendment was drafted to preclude general warrants. In the American colonies, British agents used general warrants, also known as “writs of assistance,” to conduct broad searches for smuggled goods that were limited only by the agents’ own discretion.124 Colonists’ opposition to these searches was “one of the driving forces behind the Revolution itself.”125 In addition to the American colonists’ own experiences, two important English cases involving general warrants—Wilkes v. Wood126 and Entick v. Carrington127—directly inspired the Fourth Amendment. In Wilkes, Lord Halifax issued a general warrant authorizing the seizure of papers from people suspected of libel without specifying which houses or businesses to search and without naming anyone charged.128 Officers arrested nearly fifty people, ransacking their houses and seizing their papers in the process.

In Entick, the King’s agents were authorized to search for the author and anyone related to a publication deemed seditious, as well as to seize Entick’s books and papers. However,
the warrant did not specify where to search or provide any foundation to believe evidence of criminal conduct would be found at any particular location. At the agents’ discretion, they raided, searched through, and carted away papers from many homes and businesses, including Entick’s. In Wilkes, the court held “this was ‘a ridiculous warrant against the whole English nation’” and awarded damages. In Entick, the court declared the warrant unlawful. After both cases, “the House of Commons passed two resolutions condemning general warrants, the first limiting its condemnation to their use in cases of libel, and the second condemning their use generally.”

These cases were so important and abhorrent to the founders that several state constitutions from the original thirteen colonies outlaw general warrants explicitly, while the remainder outlaw them by description, requiring particularity, specificity, or including some other language indicating the need for individualized suspicion. The Fourth Amendment was drafted against this backdrop. Its text “reflect[s] the determination of those who wrote the Bill of Rights that the people of this new Nation should forever ‘be secure in their persons, houses, papers, and effects’ from intrusion and seizure by officers acting under the unbridled authority of a general warrant.” As Justice Scalia noted in his dissent in Maryland v. King, “No matter the degree of invasiveness, suspicionless searches are never allowed if their principal end is ordinary crime-solving.”

Mass, suspicionless searches of consumer data have direct parallels to the general warrants that inspired the Fourth Amendment. Whether conducted with a warrant (as with geofence searches) or without (as with searches of aggregated app-generated location data and genetic genealogy data), mass suspicionless searches through consumer data could be described as digital analogues to arrest warrants that authorize officers to search every house in a town simply on the chance that someone connected with a crime might be located inside one. The searches fail the Fourth Amendment’s requirements, which state that a search should be particularized, supported by probable cause, and generally be conducted pursuant to a warrant. The searches lack particularity because they do not identify any specific person or profile to be searched. They are overbroad because they encompass intensely private data from potentially millions of people. And these searches cannot be supported by probable cause because there are no facts indicating that any particular consumer in the database was in any way personally connected to the crime. The mere possibility that the perpetrator may have been sharing their own location data at the time of the crime or may share some genetic data with the genetic genealogy site users should not be sufficient to support probable cause to search through all users’ data.

Several recent court opinions have agreed with this approach. For example, in Leaders of a Beautiful Struggle, the en banc Fourth Circuit held, the AIR “program is like a 21st century
general search, enabling the police to collect all movements, both innocent and suspected, without any burden to ‘articulate an adequate reason to search for specific items related to specific crimes.’ Similarly, several magistrate judges—who, by virtue of their role, are the first to review most warrant applications—recently blocked several geofence warrants, likening them to general warrants and holding they lacked probable cause and were overbroad. As one judge noted, even if the government had established probable cause that a single cell phone user within a geofenced area might have committed a crime, that was insufficient to establish probable cause to believe all devices in the area were connected to the crime as well. Narrowing the time period and geographic scope of the request would not cure this deficiency. As the court stated:

the geographic scope of [the] request in a congested urban area encompassing individuals’ residences, businesses, and healthcare providers is not “narrowly tailored” when the vast majority of cellular telephones likely to be identified in this geofence will have nothing whatsoever to do with the offenses under investigation.

Similar to *Ybarra v. Illinois*, the government was seeking unlimited discretion to search all users’ devices in a given area—including users who merely walked along the sidewalk next to a business or lived in the residences above it—based on nothing more than their proximity to a suspected crime.

Like the original general warrants and writs of assistance, these searches leave to law enforcement’s discretion “the decision as to which persons” to pursue. By starting with a broad search that seeks information from all accounts, they give the police unrestricted license to search each of these accounts and then, without clear limiting criteria or further judicial oversight, to conduct a more detailed search of a subset of those accounts. With a proper search warrant, “[n]othing is left to the discretion of the officer.” That is not the case with these database searches.

These searches are also arguably broader than colonial-era general warrants, because they are not necessarily limited by physical geography or officer manpower. As Google notes, because it does not retain location data in discrete groups labeled by date, time, or particular geographic areas, reverse location warrants require it to search through all of its users’ data—tens of millions of user accounts—just to extract the subset of location information responsive to a warrant. Similarly, when officers search a genetic genealogy site, they search the entire database of millions of site users’ genetic data. Searches like this were not conceivable, much less possible, at the nation’s founding. These searches therefore “give[] police access to a category of information otherwise unknowable.”
The breadth of the searches discussed in this article, coupled with the absence of specific information about the accounts or devices to be searched, should render them invalid under the Fourth Amendment. However, a general search argument only helps if a defendant can get into court in the first place (and if the defendant happens to have a decent lawyer and gets a sympathetic judge). Given the challenges discussed above—including the dearth of information about how and how frequently these searches are used, the standing problems with challenging FGG searches, and how slow the courts are to act—a judicial remedy cannot be the only solution; legislatures should consider restricting these searches by statute as well.

**Legislative Approaches**

Recently, there have been several attempts at the state and federal levels to ban or restrict suspicionless searches of consumer data. This section will briefly discuss three bills, including a New York bill that would prohibit all geofence searches,145 a federal bill that would limit government searches of aggregated app-generated consumer location data,146 and a Maryland bill, recently passed into law, that places strict limits on genetic genealogy searches.147

**New York’s proposed legislation would ban reverse location searches.**  New York’s bill, Assembly Bill A84A,148 goes the furthest of the three bills and would ban police use of reverse location searches entirely. The bill defines reverse location data broadly as:

```
records or information pertaining to electronic devices or their users or owners, whose scope extends to an unknown number of electronic devices present in a given geographic area at a given time as measured via global positioning system coordinates, cell tower connectivity, Wi-Fi data and/or any other form of location detection.149
```

The bill would prohibit the government from accessing reverse location data in any way, including by court order, asking a company to provide the data voluntarily, purchasing the data, or obtaining the data from another government entity not covered by the law (such as a federal agency). And it includes both a suppression remedy and a private right of action.150 If enacted, this bill would ban law enforcement from sending geofence warrants directly to Google and also from purchasing app-generated location data from third-party data brokers.

Given the analysis above, comparing the suspicionless searches discussed in this article to general warrants, some would argue that any legislation should ban all such searches entirely, as New York’s would do. However, others would argue that some restrictions are better than the status quo, which is almost no restrictions at all. Legislation that bans a law enforcement technique or technology can be controversial and can face strong opposition from police associations and lobbying organizations, especially if police are already using the technology.
So far, several cities around the country have successfully enacted bans on police use of face recognition, but full bans have not yet been enacted at the federal level and have had limited success at the state level. It is possible that states and local legislatures will have success enacting bans on reverse location searches, like the bill introduced in New York. However, face recognition bans have had the full, multiyear support of national civil rights and privacy organizations like the Electronic Frontier Foundation and ACLU, as well as local and community organizations like ACLU’s affiliates, Oakland Privacy, Restore the Fourth Minnesota, and many others. It remains to be seen whether bans on suspicionless searches, like New York’s bill, will garner the same strong and sustained support. A similar ban, previously introduced in Utah, has since been watered down and now would require a warrant for reverse location searches.

The federal “Fourth Amendment is Not For Sale Act” would prohibit police purchase of location data. The federal “Fourth Amendment is Not For Sale Act,” introduced by Senator Ron Wyden, takes a different approach to the problem of reverse location searches. The bill would amend sections of the Electronic Communications Privacy Act (ECPA) and the Foreign Intelligence Surveillance Act (FISA) to prohibit federal law enforcement and intelligence agencies from purchasing location data (and other types of data) on people in the United States and Americans abroad. Unlike New York’s bill, it would not ban the use of this data; it would merely require law enforcement to first obtain a court order, just as they would for similar types of data already covered by ECPA.

The federal bill is still relatively broad in the types of data to which it applies, however. It would apply regardless of whether the government obtained the data from an entity that collected it directly from the consumer (such as an app developer or a company like Google) or from an entity that obtained the data indirectly (such as a data broker like Ventel), and it would apply even if the entity obtained the data in violation of terms of service or in a way that is “inconsistent with the privacy policy,” such as through scraping or hacking. It would require law enforcement to get a court order, consistent with existing ECPA rules, to compel data brokers to disclose data, and it would mandate that courts must “apply the most stringent [federal statutory or constitutional] standard[s]” to law enforcement requests for data. The bill requires the Attorney General to develop minimization procedures that would limit the acquisition and retention of data and prohibit the dissemination of data that was acquired in violation of the statute. It would also mandate that the government could not use any data acquired in violation of the act as evidence in any proceeding and similarly could not use evidence derived from data acquired in violation of the act.

By merely amending ECPA and FISA to extend existing protections to cover similar data obtained in new ways, the Fourth Amendment is Not For Sale Act does not seem like it
would be controversial or difficult to enact into law. So far, the bill has bipartisan support
and twenty cosponsors in the Senate,\(^{160}\) and a companion bill has been introduced in the
House.\(^{161}\) However, while this strong support is promising, it is unclear whether the bill will
be enacted into law. Attempts to amend ECPA in the past—even bills with overwhelming
Congressional support—have failed to make it out of Senate committee.\(^{162}\)

**Maryland’s new law limits FGG searches.** Maryland has passed a law restricting suspicionless
searches, however. In May 2021, the state enacted a law that places strict limits on police use
of FGGs. This new law could be a model for similar legislation in other states.

The bill began as a ban on FGGs in 2019 but was unsuccessful.\(^{163}\) When the state senator
sponsoring the bill reconfigured it to, instead, allow FGGs but require a warrant, and
worked with diverse stakeholders to get consensus support behind the bill (including
support, or at least non-opposition, from law enforcement), it passed both legislative houses
with little opposition. It is now the strongest law on FGGs in the country.\(^{164}\)

The new Maryland law is very broad and covers much more than FGGs. It requires judicial
authorization for FGGs and places strict limits on when and under what conditions law
enforcement officers may conduct FGGs. For example, in Maryland, now, FGGs may only
be used in cases of rape, murder, felony sexual offenses, and criminal acts that present “a
substantial and ongoing threat to public safety or national security.”\(^{165}\) Before officers can
pursue FGGs, they must certify to the court that they have already tried searching existing,
state-run criminal DNA databases like CODIS, that they have pursued other reasonable
investigative leads, and that those searches have failed to identify anyone. And FGGs may
only be used with consumer databases that have provided explicit notice to users about law
enforcement searches and sought consent from those users. These meaningful restrictions
ensure that FGGS does not become the default first search conducted by law enforcement
and limits its use to crimes that society has already determined are the most serious.

Maryland’s law regulates other aspects of genetic investigations as well. For example,
it places strict limits on and requires judicial oversight for the covert collection of
DNA samples from both potential suspects and their genetic relatives. This is an important
protection because officers frequently and secretly collect and search DNA from free people in
criminal investigations involving FGGS, and courts have yet to hold the Fourth Amendment
prohibits these searches.\(^{166}\) The new Maryland law also mandates informed consent in
writing before officers can collect DNA samples from third parties and precludes covert
collection from a third party who has refused to provide a sample. It requires destruction
of DNA samples and data when an investigation ends. It also requires licensing for labs
that conduct DNA sequencing used for FGGS and for individuals who perform genetic
genealogy. It creates criminal penalties for violating the statute and a private right of action with liquidated damages so that people can enforce the law through the courts. It requires the governor’s office to report annually and publicly on law enforcement use of FGGS and covert collection. Finally, it states explicitly that criminal defendants may use the technique as well to support their defense (but places similar restrictions on a defendant’s use).

Maryland’s law and its process for getting the law enacted—working behind the scenes to get support from diverse stakeholders before introducing the bill—could serve as a model for other states trying to place limits on each of the suspicionless database searches discussed in this article. Until courts have a chance to address these searches, statutory protections like the legislation discussed above are an important way to reinforce our constitutional rights.

Conclusion

As the Supreme Court in Carpenter found with CSLI, law enforcement’s position on mass, suspicionless searches of consumer data “fails to contend with the seismic shifts in digital technology” that make possible the tracking and identification of not just individual defendants but of everyone else as well, “not for a short period but for years and years.” Search warrants “are fundamentally offensive to the underlying principles of the Fourth Amendment when they are so bountiful and expansive in their language that they constitute a virtual, all-encompassing dragnet” of information “to be seized at the discretion of the State.” Searches through the data discussed in this article—where the only information the police have is that a crime has occurred—are no less a “dragnet.” They provide unprecedented access to the kinds of private and sensitive information about individuals and communities that the Court highlighted in Carpenter, and they will inevitably implicate innocent people. Given all this, both judicial and legislative constraints, like those discussed in this article, are necessary to prevent the sort of “general, exploratory rummaging” the Fourth Amendment was intended to forestall.
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