
Chapter 1

Retweets to Midnight: 
Assessing the Effects of the Information Ecosystem on 

Crisis Decision Making between Nuclear Weapons States

Danielle Jablanski, Herbert S. Lin, and Harold A. Trinkunas 

What if the Cuban Missile Crisis had taken place in today’s global infor-
mation environment, characterized by the emergence of social media 
as a major force amplifying the effects of information on both leaders 
and citizens? President Kennedy might not have had days to delib-
erate with the Executive Committee of the National Security Coun-
cil before delivering a measured speech announcing to the world the 
discovery of Soviet medium- and intermediate-range nuclear-armed 
missiles in Cuba.1 

Nongovernmental open source intelligence organizations like Bell-
ingcat could have used commercially available satellite imagery to 
detect the presence of these missiles and publicize them to the world 
on October 12, 1962, four days earlier than the president did. Imag-
ine pictures of the missile sites going viral on social media, alarming 
millions around the world. Imagine that these real-time images were 
accompanied by deliberate information operations from adversaries 
seeking to cast doubt on the facts to sow confusion and cause paralysis 
among domestic populations and between NATO leaders, as well as by 
internet trolls promoting misinformation and reposting and propagat-
ing tailored information leaks. 

The shooting down of a U-2 spy plane over Cuba might have been 
news within the hour, becoming the subject of numerous tweets and 
relentless commentary on Facebook and other platforms. When the 
Joint Chiefs of Staff ’s recommendation to invade Cuba was overruled 
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by President Kennedy, “alt” social media accounts that served as fronts 
for disgruntled Pentagon offi cials might have leaked the proposed inva-
sion plan to induce the administration to reverse course on the cho-
sen alternative—a blockade. Pressured by public opinion and the Joint 
Chiefs of Staff, President Kennedy might not have had the luxury of 
picking which of Premier Khrushchev’s letters to respond to, which 
the historical record shows helped to de-escalate the crisis. In this sit-
uation, which former secretary of defense William J. Perry has char-
acterized as the closest the world has come to nuclear catastrophe, the 
current global information ecosystem could have magnifi ed the risk of 
the confl ict’s escalating into all-out nuclear war.2 

What’s New? Characteristics of the 

Modern Information Ecosystem

Social media and the resulting dynamics for interpersonal intercon-
nectivity have increased the volume and velocity of communication 
by orders of magnitude in the past decade. More information reaches 
more people in more places than ever before. Algorithms and busi-
ness models based on advertising principles utilize troves of user data 

Figure 1.1. Hypothetical tweet by President John F. Kennedy during Cuban  Missile 
Crisis. 
Source: Scott Sagan, “The Cuban Missile Crisis in the Age of Twitter,” lecture at Stanford’s 
Center for International Security and Cooperation, April 3, 2018.

If Pequeno Hombre Cohete (Little Rocket

Man) threatens us, we will have no choice

but to totally destroy Cuba.

John F. Kennedy
@TheRealJFK

Following

6:30 PM – 16 Oct 1962
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to draw aggregate inferences, which allow for microsegmentation of 
audiences and direct targeting of disinformation or misinformation. 
Mainstream-media outlets no longer serve their traditional role as gate-
keepers with near-universal credibility.3 In this ecosystem, propaganda 
can rapidly spread far and wide, while efforts to correct false informa-
tion are more expensive, often fall short, and frequently fail altogether.

Nor are all of the voices on social media authentic. Some inauthen-
tic voices are those of paid human trolls, for example from the Internet 
Research Agency, revealed to have created and spread false information 
on behalf of the Russian government prior to the 2016 US presiden-
tial election.4 Others are Macedonian entrepreneurs who at one point 
discovered ways to monetize an affi nity among some voters for fake 
news critical of Hillary Clinton.5 Some voices are not even human, as 
demonstrated by the introduction of “bots”—automated social media 
accounts designed to mimic human behavior online that further com-
plicate our ability to discern fact from fi ction within the ecosystem. 

Rapid transmission of content and curated affi nity networks polar-
ize citizens around divisive issues and create waves of public opinion 
that can pressure leaders.6 So many different narratives emerge around 
complex events that polities splinter into their disparate informational 
universes, unable to agree on an underlying reality. Does this unprece-
dented availability of information and connectivity amplify the ability 
of actors to sow discord in the minds of the domestic publics and even 
the leadership of adversaries? Could these dynamics affect leaders and 
citizens to the degree that miscalculation or misperception can pro-
duce crisis instability ultimately leading to a nuclear exchange? Can 
governance mechanisms be designed and implemented that are capa-
ble of countering and combating the manipulation of information in 
this ecosystem?

This volume argues that the present information ecosystem increas-
ingly poses risks for crisis stability. Manipulated information, either 
artifi cially constructed or adopted by a strong grassroots base, can be 
used by interested actors to generate pressure from various constitu-
encies on leaders to act. At the same time, these leaders themselves 
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face information overload and their ability to distinguish between true 
and false information may be impaired, especially if they are receiving 
information simultaneously from their own sources and other sources 
from within their constituencies. Such confusion can ultimately lead 
to inaction or bad decisions. Or, this environment might produce 
an accelerated reaction based on slanted or unanalyzed information. 
Most worrisome is the possibility that the rapid spread of disinfor-
mation or misinformation via social media may in the end distort the 
 decision-making calculus of leaders during a crisis and thereby contrib-
ute to crisis instability in future confl icts, the effects of which could be 
most severe for nuclear weapons states.

The Psychology of Complex Decision 

Making and Nuclear Crisis

Many theories of deterrence rely on the rationality assumption, namely 
that a rational actor can be convinced that the cost-benefi t ratio asso-
ciated with initiating an attack is unfavorable due to a credible threat 
of retaliation by the adversary. The risk of a nuclear exchange during 
the Cold War led theorists to focus on how leaders might approach cri-
ses and what could be done to avert deterrence failure. This prompted 
debates about a range of putatively rational actions that nuclear states 
might engage in to build a reliable framework for deterrence: reas-
surances to allies by extending the nuclear umbrella, force postures 
designed to ensure a survivable retaliatory capability, credible signal-
ing to convince adversaries that any attack would meet with massive 
retaliation, etc.7

But human decision makers are just that—human—and a great deal 
of psychological research in the past few decades has demonstrated the 
limits of rational thinking and decision making. Paul Slovic has writ-
ten extensively about the human brain, decision making, and limits for 
comprehending the weight of decisions that could imperil large num-
bers of human lives. Various psychological processes come into play 
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when considering a cognitive calculation on the value of lives lost in 
large numbers, including psychic numbing, tribalism, the prominence 
effect, imperative thinking, and victim blaming. As Slovic and Herbert 
Lin argue in chapter 3, this implies that leaders facing the task of mak-
ing a decision on whether to order the use of nuclear weapons fi nd it 
diffi cult to operate “rationally.”

Psychology also tells us that—more often than not—fast, intuitive 
judgements take precedence over slower, more analytical thinking. 
Fast thinking (also identifi ed as System 1 thinking by the originator of 
the concept, Daniel Kahneman) is intuitive and heuristic, generating 
rapid, refl exive responses to various situations and—more often than 
not—useful in daily life. Slow thinking (also known by cognitive psy-
chologists as System 2 thinking) is more conceptual and deliberative.8 
Although both are useful in their appropriate roles, their operation in 
today’s information ecosystem can be problematic. “Fast thinking is 
problematic when when we are trying to understand how to respond to 
large-scale human crises, with catastrophic consequences,” Slovic and 
Lin write. “Slow thinking, too, can be incoherent in the sense that sub-
tle infl uences—such as unstated, unconscious, or implicitly held atti-
tudes—can lead to considered decisions that violate one’s strongly held 
values.” The prevalence of heuristic and “imperative thinking” among 
humans suggests that an overarching important goal, such as national 
defense in the face of a nuclear crisis, would likely eclipse consider-
ation of second-order effects and consequences, such as the likelihood 
of massive loss of life on all sides or catastrophic effects on the global 
environment, to the extent that such discussion is actively, if not sub-
consciously, avoided.9 

Observers have always anticipated that leaders would be under severe 
time pressures when deciding whether or not to use nuclear weapons, 
the most important of which is “launch on warning,” the pressure to 
launch fi xed land-based ICBMs before they can be destroyed on the 
ground by incoming enemy warheads. Fast, refl exive thinking (i.e., 
 System 1 thinking) is more likely to be used under the kind of pressure 
this scenario highlights. Against a ticking clock, combined with the 

H7667-Trinkunas.indb   5H7667-Trinkunas.indb   5 1/17/20   8:49 AM1/17/20   8:49 AM



6 DANIELLE JABLANSKI, HERBERT S. LIN, AND HAROLD A. TRINKUNAS

diffi culty of comprehending the consequences of nuclear confl ict, the 
argument that rational and deliberate decision making and deterrence 
will likely prevail, particularly under the added weight of the misinfor-
mation and disinformation that might propagate through the global 
information ecosystem during a crisis, is a highly debatable proposition. 

The possibility that decision makers may rely on incorrect percep-
tions of potential adversaries has long been an important critique of 
rational deterrence theory. International relations theorists such as 
Robert Jervis have argued that the failure of deterrence can frequently 
be attributed to misperception among leaders: of intentions, of capabil-
ities, of the consequences of confl ict, etc. This misperception can have 
its roots in leaders’ psychology, in lack of information, and in leaders’ 
assumptions about what information the other side has or how they in 
turn perceive the situation.10 

In the 1980s, Jervis had already argued that misperception was a quite 
common cause for deterrence failure. In today’s global information eco-
system, there are more data available than ever before. But rather than 
reducing the likelihood of misperception through the greater availabil-
ity of information about potential adversaries, the present information 
environment provides unprecedented opportunities for manipulation 
of leaders’ and publics’ perceptions about intentions, capabilities, and 
consequences of confl icts—cheaply, rapidly, and at scale.

Tools and Tactics in the Modern 

Information Ecosystem

Social media have emerged as a modern vehicle for changing narra-
tives. Social media are arguably optimized to try to keep users in a 
“fast” pattern of thinking, promoting impulsive and intuitive responses 
to engage users emotionally and maximize both advertising revenue 
and user experience.11 This characteristic of social media platforms 
may also provide avenues by which these same users can be manipulated 
more effectively for political aims. Although the ability for propaganda 
to be both insidious and anonymous is not a new phenomenon, auto-
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mation, algorithms, and big data are being employed by various actors 
to selectively amplify or suppress information viewed by hundreds of 
millions of people via social media and online networks.12 There is evi-
dence of targeted infl uence campaigns in at least forty-eight countries 
to date.13 Facebook, YouTube, WhatsApp, Instagram, and Reddit have 
also been platforms for a variety of divisive information operations. 

As Mark Kumleben and Samuel C. Woolley note in chapter 4, cam-
paigns have often made use of networks made of “bots”—partially or 
wholly automated—to introduce and circulate false or malign infor-
mation, craft and control the narrative at the outset of a real event, and 
depict a manufactured consensus base around an issue. For example, 
an estimated 15 percent of Twitter’s approximately 335 million users 
(as of 2018) are bots. Bots are employed as a tool to promote a mix of 
authentic and inauthentic content, automate the amplifi cation of spe-
cifi c sources, disrupt and overwhelm channels and conversations with 
irrelevant noise, and harass individuals or groups online to silence or 
intimidate them.

Information operations have more than commercial or political/
electoral implications. We are also witnessing an increase in states 
using such strategies to shape potential battlefi elds. Using the exam-
ple of information operations against NATO, Kate Starbird employs 
a mixed-method analysis in chapter 5 of this volume to understand 
online communities and their communication patterns. In this case 
study, Starbird used a data set that included 1,353,620 tweets (75 per-
cent retweets) from 513,285 sources. She mapped accounts into fi ve 
clusters based on narrative and user characteristics and looked at the 
interactions between them. One cluster, associated with NATO and 
other verifi ed accounts, carried positive information about anniversa-
ries and anecdotes that promoted support for NATO. Another cluster, 
which she named the “international left, anti-NATO,” involved con-
tent related to past negative NATO actions and events. Pro-Russian 
and offi cial Russian accounts deliberately penetrated, amplifi ed, and 
mingled with this cluster and a third cluster that she characterized as 
pro-Trump and alt-right. Starbird’s team also observed interactions 
between the mainstream-media cluster and the offi cial NATO clusters, 
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both highly critical of Russia. Her fi ndings illustrate structured nar-
ratives being shaped, infi ltrated, and leveraged by different actors and 
audiences online in real time. 

Starbird’s chapter is a case study in how networks and communi-
ties can converge and diverge on the same topic, with various actors 
rescoping and redirecting traffi c and conversation to achieve polit-
ical effects. These dynamics may be an important factor in shaping 
support for NATO among the general public, which may ultimately 
have important security implications. A broader lesson is that analy-
sis of information operations often focuses on election meddling while 
ignoring potentially broader campaigns with the longer-term goal of 
undermining partnerships, alliances, and international stability. Such 
operations may, for example, be used by adversaries to propagate social 
media statements by American leaders in combination with “fake news” 
and disinformation in an effort to affect the perceptions of traditional 
US allies—NATO member countries, South Korea, or Japan— of the 
reliability of US treaty commitments or extended nuclear deterrence. 

Most people would like to believe that they are hard to fool, but 
it is often diffi cult to distinguish between authentic and fake content. 
Research shows that deliberately false information is often deeply 
embedded in otherwise factual content. Text and image repetition 
plays to the “illusory truth” bias (i.e., information seen more frequently 
is perceived as being more likely to be true). Discernment of bad infor-
mation can depend on individual levels of education and skepticism. 
Repetition of a concept, even by attempting to dispel a false narrative, 
can serve to reinforce original beliefs. Compatibility with worldview, 
coherence of argument, credibility of source, consensus of others, and 
supporting evidence offer a scaffolding framework that supports what 
individuals come to believe. With decreased trust in media, confl icting 
expert opinions around every topic, and selective and simplistic sort-
ing of complex information, social media platforms provide a growing 
medium for manipulation of individuals, groups, and larger institutions.

The current information ecosystem may very well be experiencing 
a “post-truth” moment. Despite traditional Western enlightenment 
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thinking that it was only possible to discern truth based on evidence 
and science, mass susceptibility to media environments where facts are 
less appealing than emotion and opinion dates back centuries. Rose 
McDermott writes in chapter 2, “Many people rely on their emotions 
as the most readily accessible, accurate, and immediate source of truth.” 
They prefer fast, emotional processing because “analysis of abstract 
knowledge requires so much additional effort.” Appealing to this cog-
nitive trait eases information overload and allows us to fall back on 
biases—biases that “make us prone to systematic error or susceptible 
to systematic manipulation by others.” McDermott also highlights the 
tendency for individuals to more readily accept information that aligns 
with previously held convictions. 

Extrapolating from the psychological fi ndings described above to a 
systematic impact on public opinion from social media is suggestive, 
but not dispositive. Rather than social media altering public opinion, 
it may be that social media reveal more clearly the full spectrum of 
opinion. Exposure to propaganda may not result in conversion or per-
suasion to new and different points of view, though it may crystallize 
or harden existing prejudices and political inclinations. Indeed, it is a 
fact that polarization and tribalism predate social media, as do inter-
dependent narratives formed about systems, identities, and issues. Ben 
O’Loughlin argues in chapter 9 that certain narratives or worldviews 
have a stronger role in shaping issue-specifi c narratives, such as views 
on nuclear weapons and war. He also argues that “through identity 
narratives, communication is used to shape behavior.” In his view, it 
would be diffi cult for disinformation and misinformation to penetrate 
long-standing social networks, although it could be a very powerful 
tool for mobilization. 

Crisis Stability and Escalation Risks

Although the underlying causal mechanisms need additional study, 
the present information environment—where misinformation and 
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 disinformation can be used to potentially alter, polarize, or harden 
leaders’ and publics’ perceptions of intentions, capabilities, risks, and 
consequences during international disputes—raises the specter that 
stability during crises can be deliberately manipulated, at greater speed, 
on a larger scale, and at a lower cost, than at any previous time in history. 

In chapter 7, Kristin Ven Bruusgaard and Jaclyn Kerr argue that 
“if there were ever to be perfect crisis stability—and thus a perfect 
absence of risk of a crisis resulting in nuclear use—then nuclear weap-
ons would serve no useful purpose as a deterrent and, in the absence 
of other forms of deterrence, aggressive states would have no reason to 
fear undertaking aggressive subnuclear military action.” But there is no 
perfect crisis stability, and today’s global information ecosystem makes 
the problem worse rather than better. Crisis stability is infl uenced by 
a battle of perceptions in which each actor determines whether it is in 
its interest to strike fi rst or to take actions which knowingly could be 
perceived as escalatory. Bad information, public disorder, and panic can 
all lead to miscalculations or misperceptions that can prompt a state to 
strike fi rst or escalate. 

Kelly Greenhill argues in chapter 6 that the current information 
ecosystem contributes to political escalation through the “nonmilitary 
shifts in scope and intensity whereby states or actors adopt more aggres-
sive rhetoric, articulate more expansive war aims, or announce deci-
sions to relax or otherwise shift the prevailing rules of engagement.” In 
this ecosystem, rumors, conspiracy theories, myths, propaganda, and 
fake news—what might be called “extra-factual information”—can 
inadvertently catalyze resolve that did not previously exist in leaders, 
the public, and adversaries, or can tie leaders’ hands once escalatory 
rhetoric is broadcast publicly. 

Effective signaling “requires reducing risks of misperception and 
tailoring messages accordingly,” according to King’s College London’s 
Heather Williams.14 But the use of social media by senior political 
leaders can increase the risk of misperception. For example, offi cial 
and personal social media have been used by the US president both to 
diminish and to woo partners and adversaries and to announce pres-
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idential policy intentions. Military leaders have used social media to 
announce new capabilities. Adversaries, whether government or mil-
itary offi cials, in both their individual and offi cial capacities, monitor 
social media messaging of leaders and their subordinates. This means 
that leaders and the bureaucratic institutions that support them are vul-
nerable to information operations because they monitor social media 
to understand, at least partially, leaders’ intentions.

Moreover, it is entirely possible that actors peddling falsifi ed infor-
mation about an adversary can come to believe their own propaganda. 
In chapter 8, Jeffrey Lewis outlines examples of how various false sto-
ries propagated by Russian offi cial sources related to US missile defense 
systems in Europe affected arms control negotiations: “The [Russian] 
disinformation campaign was part of a continuing effort to paint US 
missile defense systems to be deployed in Poland and Romania as sys-
tems that could be converted to house offensive missiles, armed with 
nuclear weapons, and used to decapitate the Russian leadership.” While 
completely untrue, Russian arms control negotiators came to believe 
this to be a reality, insisting that these false stories were evidence of 
American breaches of existing arms control agreements. 

In addition, deliberate interference using information  operations 
during a time of crisis could accompany a physical attack. Ven 
 Bruusgaard and Kerr identify three overarching effects related to 
manipulating information and narratives on nuclear weapons: to 
enhance deterrence by confusing adversaries’ understanding of your 
capabilities or their own capabilities; confusing their understanding 
of your goals and intentions; and instigating confl ict by a third-party 
proxy with manipulated or false information sparking political, mil-
itary, or public crises. And as Kumleben and Woolley point out in 
chapter 4, even before an attack, long-term information operations and 
manipulation of false alarms could lead to desensitization, false evacu-
ations, and countermanding of real warnings. The very rapid dynamic 
of information fl ows on social media affects the two main principles 
for crisis stability articulated by historian Lawrence Freedman: the 
need for government leaders to outline clear objectives before a crisis 
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and the desire for increased time for processing information during a 
crisis.15 The dynamics of the global information ecosystem and their 
real-time effects on crises can no longer be ignored. 

Conclusions

Against a backdrop of multiplatform communication suffused with 
a mix of information—true and false, offi cial and unoffi cial, from 
friend and from foe, emotionally charged and serenely rational—the 
 dynamics of the modern information ecosystem suggest unprece-
dented pressures on government decision makers during crisis. The 
timelines for decision making will be far more constrained, a fact likely 
to lead to a greater reliance on fast thinking by decision makers just at 
a time—during a crisis—when slow, deliberate, analytical thinking is 
most important. 

As Ven Bruusgaard and Kerr write in chapter 7, information plays 
a critical role in assessing the actions, motives, and likely responses of 
other states, and thus informs available options for decision- making, 
reinforces or undermines biases, confuses or clarifi es analysis, and 
dampens or amplifi es pressures through public feedback or panic.16 
During the Cuban Missile Crisis, analog systems, government monop-
oly on both secret and public information, and the relatively lengthy 
decision time available to leaders helped to avoid disaster. Kennedy 
and Khrushchev had many days to deliberate and shape their proposed 
responses before they were revealed to the public.17 

Leaders temperamentally reliant on fast thinking may well neglect or 
undervalue important considerations that should be taken into account. 
Indeed, if today’s media environment existed during the Cuban Missile 
Crisis, American and possibly Soviet leaders would have been awash in 
a sea of unverifi ed or unverifi able, emotionally laden, and politically 
fraught information on their adversary’s intentions, force postures, and 
public opinion. Decision makers predisposed to impulsive thinking 
and whose personal information environments will include raw social 
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media feeds as well as vetted information from their support agencies 
may well be more likely to act on those impulses.

The emergence of a crisis will also affect the modern information 
environment for the average person. Data show that publics strongly 
disapprove of inaction in response to provocation.18 The simplistic, 
expedient, and repetitive nature of modern social media communica-
tion is likely to reinforce this sentiment, driving more citizens into 
a greater reliance on fast, refl exive thinking of their own. The result 
could well be increased public pressure on leaders to act more quickly 
than would be wise.

As for the future, it is reasonable to expect that social media platforms 
will continue to grow and evolve in this “new normal” ecosystem and 
provide ever greater ease for like-minded individuals to connect and 
share information, both innocent and malign. New tools—including 
video and audio deep fakes, explicit coordination between information 
operations and real-world events, and microtargeting of individu-
als with customized messaging—will enable further pollution of the 
information ecosystem. Dissecting the effects and impacts of informa-
tion operations on publics and adversaries prior to a crisis, on publics 
and leaders during a crisis, and ultimately on decision making will be 
increasingly diffi cult in this rapidly evolving environment. Introducing, 
framing, and controlling narratives has become a new type of warfare 
being fought online each day— often in 280 characters or fewer.
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