
Chapter 10 

What Can Be Done to Minimize the 
Effects of the Global Information 
Ecosystem on the Risk of Nuclear War?
Harold A. Trinkunas, Herbert S. Lin, and Benjamin Loehrke

On August 11, 2017, President Trump tweeted: “Military solutions 
are now fully in place, locked and loaded, should North Korea act 
unwisely. Hopefully Kim Jong Un will fi nd another path!”1 This mes-
sage followed months of escalating rhetoric and military posturing 
between the United States and North Korea. The crisis became acute 
enough that, near the height of tensions in July 2018, polling showed 
that 60 to 75 percent of Americans were worried about the possibility 
of war between North Korea and the United States within the follow-
ing six months.2 Tweets from President Trump often drove or narrated 
the crisis, adding fears that instantaneous, direct, 280-character threats 
could lead directly to nuclear war. As former acting undersecretary of 
defense for policy Brian McKeon testifi ed at a Senate Foreign Relations 
Committee hearing on presidential nuclear authorities, “The state-
ments the president makes through his Twitter account no doubt cause 
concern and confusion on the other side of the Pacifi c. . . . I’ll be very 
worried about a miscalculation based on continuing use of his Twitter 
account with regard to North Korea.”3 

As this case illustrates, the new global information ecosystem may 
be having an important impact on the evolution of international cri-
ses. Widespread access to social media on a global scale has accel-
erated news cycles in traditional media and made it easier to spread 
mis information and disinformation. Intemperate, ill-considered, and 
impulsive outbursts have become an important part of crisis dynam-
ics. In the decade since the founding of Facebook and Twitter, social 

H7667-Trinkunas.indb   193H7667-Trinkunas.indb   193 1/17/20   8:49 AM1/17/20   8:49 AM



194 HAROLD A. TRINKUNAS, HERBERT S. LIN, AND BENJAMIN LOEHRKE

media have added new arenas to confl icts in the Persian Gulf region 
among Iran, Saudi Arabia, and their respective allies; among Russia, 
Ukraine, and NATO; between nuclear-armed India and Pakistan; and, 
as we have just considered, among North Korea, Japan, South Korea, 
and the United States.4 If we were to include information operations 
meant to infl uence governments and publics, we could extend the list of 
cases to include Russian interference in elections in the United States, 
the United Kingdom, Germany, Spain, Italy, and France; operations 
by the Venezuelan government against its neighbors in South America; 
and operations between China and its neighbors in East Asia.5 Some 
of these crises involve nuclear-armed powers. Were one of these crises 
to spin out of control, the outbreak of nuclear war could have a cata-
strophic impact on humanity. Even a modest exchange involving one 
hundred relatively small warheads has the potential for producing a 
nuclear winter with dramatic effects on global climate and the pros-
pects for human survival.6

While disinformation and misinformation have always been part 
of confl ict, the chapters in this volume outline how the new global 
information ecosystem has created conditions for the spread of dis-
information, misinformation, and other malign information in ways 
that threaten crisis stability, even nuclear crisis stability. Scholars of 
crisis stability have had well-established frameworks with which to ana-
lyze deterrence, decision making, and the role of public opinion in for-
eign policy. These approaches principally rest on rational actor models. 
While they acknowledge that misperception and miscalculation can 
have an impact on crisis stability, they tend to assume that leaders will 
make policy decisions rationally and analytically, based on the best 
available evidence and with the national interest foremost in mind.7

Social media and their disruptive effects are cause to reassess how 
existing analytical and theoretical frameworks for understanding crisis 
stability might be affected by the evolution of today’s information eco-
system. This volume fi lls a gap on whether, when, and how social media 
could contribute to international confl ict—including deterrence fail-
ure and nuclear war. In particular, it makes four contributions. 
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First, it incorporates fi ndings from cognitive psychology and deci-
sion analysis into analyses of how leaders and publics receive, process, 
and act on information, misinformation, and disinformation in the 
emerging global ecosystem. It highlights how social media have an 
impact on how much information individuals receive, how they receive 
it, and, in turn, how these factors affect and may increase the likelihood 
of engaging in heuristic thinking (i.e., intellectual shortcuts) to manage 
the overwhelming volume of information available. 

Second, the authors in this volume examine how cyber-enabled 
infl uence operations may be deliberately conducted via the new tools 
made available in the present information environment to take advan-
tage of human cognitive biases and affect the perceptions, preferences, 
and decisions of both publics and leaders in times of crisis. 

Third, this volume examines how the intersection of human pro-
pensity to heuristic thinking and cognitive bias may have a danger-
ous impact on international crisis stability. Such mental shortcuts are 
common to decision making. The emerging global information ecosys-
tem, combined with deliberate infl uence operations designed to affect 
leader and public perceptions, could further wear on leaders during 
crises—potentially even those involving major nuclear powers and the 
risk of war. 

And fourth, this volume assesses the limits of what adversaries may 
actually be able to accomplish in the present information environment, 
including the risk that infl uence operations may cause blowback on 
the perpetrators. In addition, public preferences may actually be fairly 
resilient in the long run in the face of deliberate attempts to infl uence 
mass opinion, even if these may have an impact in the short run.

Human Cognition, Heuristic Thinking, 

and Implications for Crisis Stability

Digitization and global communication technologies make generating 
and sharing new information possible at an unprecedented speed and 
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scale. Social media platforms provide vehicles (in many cases tailored 
to take advantage of human cognitive biases) via which to maximize 
the impact of targeted persuasion. Each year, more people around the 
world are part of this information ecosystem, as mobile phone pen-
etration globally is estimated to reach fi ve billion users in 2019 (and 
there is no reason to expect this trend to slow down).8 The transforma-
tion of the global information ecosystem is not just about speed, ease, 
or scale of communication. It has crucially democratized information 
production and information dissemination. Moreover, it is increasingly 
apparent that the new global communications ecosystem is produc-
ing new opportunities to infl uence humans by playing on traditional 
cognitive biases that we use to process information. Audiences could 
be more susceptible to such efforts when faced with time pressure, 
high volumes of information, and appealing post-truth narratives that 
are preferred by signifi cant segments of the global public instead of 
 evidence-based journalism and policies. Taken together, these trends 
call into question whether traditional models of crisis stability, which 
assume rational decisions made by elites based on the best available evi-
dence, are an accurate way to understand the likely evolution of future 
international confl icts.

In chapter 2, Rose McDermott explores the psychology of the 
post-truth political environment. Applied to the political environ-
ment, post-truth denotes “circumstances in which objective facts are 
less infl uential in shaping public opinion than appeals to emotion and 
personal belief.” Absent special mental discipline, story and narrative 
are more important in shaping a person’s views than empirical fact or 
logically reasoned conclusions—and this applies both to ordinary cit-
izens and to leaders. Importantly, McDermott argues that most peo-
ple will regard a plausible story as true, whether or not it is in fact 
true. McDermott also points out two exacerbating factors. First, the 
decline of public trust in institutions and expertise has left individuals 
on their own to gather information and to make judgments about what 
to believe for themselves. Second, the rise of social media as primary 
information sources means that those who rely on such sources do not 
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have the benefi t of intermediaries who fact-check and place informa-
tion in context. In this environment, people are far more likely to fall 
back on their own intuitive thinking, which places much higher value 
on factors such as simplicity, familiarity, consistency with prior belief, 
and how many other people appear to believe the same things. Analyt-
ical evidence-based thinking will struggle to keep pace. 

Paul Slovic and Herb Lin consider the psychology of nuclear deci-
sion making, especially during crisis. Such decisions involve the highest 
possible stakes. The authors point to several psychological phenomena 
that affect nuclear decision making. Psychic numbing refers to a deval-
uation of life when large numbers of deaths are contemplated—the 
death of one innocent civilian is regarded as a tragedy, whereas the 
death of a million is merely a statistic. Indeed, in some cases, the death 
of millions is regarded as less tragic than the death of a few. Psycholog-
ical devaluation of life likely underlies the ability of nuclear planners 
and decision makers to proceed in ways that they believe to be consis-
tent with laws of war that are intended to minimize harm to innocent 
civilians. Tribalism refl ects an “us versus them” mindset, enabling “us” 
to hate “them.” Tribalism enables the dehumanization of the enemy 
and treatment of the enemy in ways that do not seem to violate the 
laws of war. Decision makers often avoid making trade-offs between 
competing values, such as the value of protecting national security ver-
sus protecting noncombatant enemy civilians. Rather than fi nding a 
common currency to evaluate trade-offs, they will often prioritize dif-
ferent values and focus on achieving those of highest priority. Thus, 
a decision maker may well favor security objectives over lifesaving 
objectives because the former are more defensible. Combined with the 
affordances of social media (such as their use of short, simple messages 
and evocative visual and auditory content), the existence of such psy-
chological processes means that social media messages are more likely 
to be processed with fast, intuitive thought rather than with refl ec-
tive, deliberate thought. The same is true of leaders and decision mak-
ers who are active social media users, and they are just as likely to be 
pushed by their social media usage into fast, intuitive thought. Slovic 
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and Lin conclude that where such leaders are concerned, exposure to 
social media may well increase the likelihood of taking rash action and 
of premature use of force.

Cyber-Enabled Infl uence Operations: The Impact 

of Disinformation on Leaders and Publics

The present revolution in the global information ecosystem has made 
propaganda cost effective again. Manipulating information with the 
intent to persuade is a tried-and-tested part of warfare, and skeptics 
are right to note that there is nothing new about propaganda per se.9 
But the current information environment substantially reduces barri-
ers to the conduct of information operations not just for great powers 
but also for small and middle powers as well as for nonstate actors. 
Unlike offensive cyberoperations—which require substantial invest-
ments in sophisticated cybercommands, recruitment of scarce hacking 
talent, and maintenance of up-to-date cyberweapons based on fresh 
exploits—information operations are much more affordable.10 As we 
learned from the investigation into Russian targeting of US elections, 
infl uence operations may cost millions of dollars, but they need not 
cost tens or hundreds of millions of dollars.11 Moreover, operations can 
be conducted on platforms made available largely for free by major 
social media platforms, designed to be used by the general public 
with the most minimal training. Lowering costs along all dimensions 
enables a wide array of states, great and small, and nonstate actors such 
as political parties and civil society organizations to conduct  infl uence 
operations cheaply. In addition, states traditionally seem to treat infl u-
ence operations as falling short of the threshold of armed confl ict 
(more akin to subversion), which means that even great powers have 
avoided responding to such attacks by other state actors with military 
force. Since costs are low, both in fi nancial terms and in terms of the 
likelihood of retaliation, we should expect the widespread use of infl u-
ence operations intended to affect the behavior of leaders and pub-
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lics, even against the great powers and even by weaker actors in the 
international system.

Misinformation and disinformation on social media have the poten-
tial to contaminate information fl ows, which could affect behavior 
during crises, as Mark Kumleben and Samuel Woolley show in chap-
ter 4. People increasingly turn to social media for information during 
emergency situations, which creates an opening for nefarious actors to 
exploit that information ecosystem. For example, during a military cri-
sis, an adversary could use a variety of computational propaganda tech-
niques to interrupt and confuse information fl ows on social media in 
order to encourage publics and leaders to behave in a way that suits the 
adversary’s interests. Kumleben and Woolley explain some of the more 
important of those techniques and give an overview of how they have 
been used in political confl icts. The cases that the authors use illustrate 
the potential effects of misinformation and disinformation during mili-
tary crises. The 2018 false missile alert in Hawaii is a useful hypotheti-
cal on how computational propaganda could provide an adversary with 
a cost-effective means to erode a target state’s civil defenses and inter-
rupt its ability to mobilize resources. Political leaders might also be 
susceptible to digital information operations during crises. The micro-
targeting of Jeremy Corbyn by members of his own 2017 Labour Party 
campaign staff shows that disinformation on social media could affect 
political decision making. By showing how computational propaganda 
has the power to affect behavior, Kumleben and Woolley highlight the 
strategic importance of the information ecosystem during crises.

State and nonstate actors are already engaged in information opera-
tions designed to affect interstate relations, as Kate Starbird outlines in 
chapter 5 in this volume. Using the techniques analyzed by  Kumleben 
and Woolley, these actors are conducting infl uence operations online 
to infl uence political discourse and generate false information, most 
likely with the intention of generating confusion and mistrust among 
their adversaries and competitors. Starbird’s work outlines how delib-
erate efforts by state actors, such as those aligned with Russia, can infl u-
ence broader online conversations and activism among  sympathetic 
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audiences. In the case of NATO, both alt-right and fringe conserva-
tive voices and international far-left activists converged on a shared 
anti- alliance message that was infl uenced and driven in part by state- 
sponsored online actors working via social media. There is a pattern 
of state actors and state-backed trolls infi ltrating authentic online and 
social media–based activist communities on both the right and the 
left to reshape their activities so that they unwittingly support state- 
sponsored messages and objectives, in this case Russia’s anti-NATO 
activities. The long-term impact of these activities remains to be seen, 
but they are already shaping conversations about and among major 
international actors, in this case NATO, possibly shaping the future 
strategic environment in ways that could undermine popular support 
for alliance activities to deter Russia.

The Risks to International Crisis Stability 

from the Global Information Ecosystem

During the Cold War, government leaders of the major nuclear pow-
ers received information from military and intelligence services that, 
while of course vulnerable to many errors, was nonetheless subject to 
a process designed to produce verifi able data on which leaders could 
base decisions. Publics received information via gatekeepers, whether 
in the form of offi cial or private media, that also subjected informa-
tion to a vetting process, admittedly not always designed to produce 
truth but at least to produce consistency and a consensus view of reality 
among audiences. 

Publics and leaders are today exposed to masses of unverifi ed infor-
mation produced at high speed and distributed at high volume for next 
to no cost. It is much easier to produce polarization in target popu-
lations, to spur storms of public opinion to infl uence enemy leaders, 
to leak information deleterious to adversaries, and to conduct infl u-
ence operations designed to target the psychology of enemy publics. 
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 Moreover, the same techniques, as Kristin Ven Bruusgaard and Jaclyn 
Kerr suggest, can target leaders, affecting perceptions of crises and of 
adversaries’ intentions. We already know that major government offi -
cials pay attention to social media, and they are also subject to the same 
effects from the global information ecosystem as the publics they lead. 
This raises the real possibility that infl uence operations may become 
an additional contributing factor to growing crisis instability in the 
world today.

In fact, the deployment of post-truth information during crises 
may contribute to escalation dynamics in dangerous and unpredictable 
ways. In the current information environment and given human pro-
pensity for heuristic thinking, deployment of convenient half-truths, 
rumors, or “extra-factual information,” as Kelly Greenhill argues, is 
attractive because it is a powerful mobilizer of public opinion and can 
magnify signals of resolve in international crisis. But precisely because 
it is so powerful and provocative, it can lead adversaries to escalate 
rather than back down. It can alarm public opinion among adversar-
ies, putting opponents in the position of having to resort to their own 
escalation and provocation or else appear weak. In addition, as Jeffrey 
Lewis also documents in chapter 8, there is the possibility that both the 
general public and elites in the provoking country will come to believe 
extra-factual information, making it diffi cult to build off-ramps from 
international crises for fear of appearing weak or losing face. It may 
become diffi cult or impossible to “walk back” or discredit extra-factual 
information in a global information environment too prone to mag-
nifying human heuristic thinking and spreading information that is 
appealing even if untrue.

The Limits of Disinformation and Infl uence Operations

This volume has painted a grim picture of the future of a global infor-
mation ecosystem increasingly awash in large volumes of unverifi ed 
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misinformation and disinformation, with the attendant impact on 
leaders and publics—and potentially even on crisis stability. However, 
there are some likely limits on what information alone can achieve.

The fi rst limit on the impact of the evolving information ecosys-
tem on the likelihood of interstate confl ict is the underlying material 
distribution of capabilities among states. The fi ndings in this volume 
are relevant to the dimensions of international confl ict that relate to 
misperception, miscalculation, and the risk of inadvertent war. In other 
words, even though the global information ecosystem now makes new 
capabilities available to both great and small powers, and even if it 
increasingly exposes global publics and leaders to misinformation, dis-
information, and post-truth, the great powers remain materially more 
capable and are thus more able to impose their preferences on others. 
Smaller powers are vulnerable to international pressure in ways that 
great powers are not, and this may be part of the eventual solution to 
this threat if and when great powers begin to retaliate coercively against 
information operations that strike too close to home. The “mouse 
that roared,” in which a weaker power is able to dissuade or persuade 
a larger state’s employment of its material capabilities to achieve the 
smaller power’s preferences, may still fall into the realm of fi ction.

Another limit is the possibility that those conducting infl uence oper-
ations may “lose control” of the disinformation or propaganda they are 
using and that it will “blow back” on their own population or leaders. 
Lewis in this volume documents several instances in which information 
operations went awry, infecting the debate on issues related to deter-
rence, nuclear deployments, and nuclear doctrine in the Soviet Union, 
later Russia, and possibly the United States. This is of course more of 
a concern for those attempting to use infl uence operations to achieve 
particular effects than for those who simply intend to sow chaos or 
promote polarization—which, as has been suggested by recent Russian 
infl uence operations, may be a goal in itself. But to the extent that those 
conducting information operations become more aware of this possi-
bility (i.e., if an operation goes badly wrong), this may in the future lead 
states to self-deter from using this capability.
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There is also cause to be more contingent in asserting what effects 
social media might have. Ben O’Loughlin in his chapter stresses that 
researchers fi rst need to answer whether social media play a new or 
different role in public opinion. He notes that individuals perceive the 
world around them through established narratives they hold about how 
the world works, the actors in it, and the problems at hand. Changing 
opinions by dislodging those narratives through political communica-
tion is extremely diffi cult, and it is unclear if social media are an effec-
tive means for that. O’Loughlin provides a valuable cautionary note by 
describing a paradox that this situation presents. While social media 
have enabled a new and cheaper means to infl uence politics—at home 
and abroad—he believes there is not enough evidence that political 
communication on social media is any better at persuasion than tra-
ditional media. It is unclear if information operations on social media 
would change public opinion or simply help make more apparent the 
opinions of certain constituencies and their long-held views. Gaining 
more insight into and gathering evidence on such questions would bet-
ter show whether social media signifi cantly affect public opinion and 
help explain what roles information operations on social media might 
have during international crises.

Future Trends in Crisis Stability and 

Avenues for Further Research

We already live in an era in which international crisis stability is being 
undermined by the actions of great powers. Crisis stability has tradi-
tionally derived from, in the most limited sense, the major nuclear pow-
ers having secure second-strike capabilities that assured the destruction 
of adversaries even in the event of a surprise attack. Such capabilities 
greatly diminished the incentive to strike fi rst. In a broader sense, it 
has meant a different kind of stability produced by the efforts of major 
nuclear powers to limit arms races, facilitate crisis communication, and 
promote an international environment that limits the likelihood that 
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crises will become nuclear.12 Neither of these conditions is as true as it 
was in the 1970s, when both the United States and the Soviet Union 
were actively engaged in efforts that tended to promote crisis stability. 

In the nuclear domain, the United States and Russia are recapital-
izing nuclear arsenals, investing in substrategic nuclear weapons, and 
fl oating trial balloons regarding possible limited fi rst use or use of low-
yield weapons to respond to nonnuclear threats. The United States 
continues to invest in strategic defense against nuclear missiles, tra-
ditionally thought of as undermining crisis stability. China refuses to 
participate in nuclear arms-control negotiations, which is being used 
as an excuse by both Russia and the United States to sunset existing 
arms-control treaties.13 

In addition, the nuclear weapons, conventional weapons, and asso-
ciated early-warning and command-and-control systems of the major 
powers are becoming increasingly entangled. Emerging military tech-
nologies such as conventional long-range precision strike systems, 
cyberwarfare, and antisatellite weapons pose threats to the sensor and 
warning networks that are useful for conducting both conventional 
and nuclear operations. James Acton argues that this may pose a risk 
to crisis stability because attacks on early-warning and command-and- 
control systems to degrade conventional capabilities of a  nuclear-armed 
adversary may be perceived as the preliminary moves of a nuclear fi rst 
strike, encouraging the targeted nation to preemptively attack. In 
addition, a nuclear power engaged in a conventional war may come 
to believe that attacks on its long-range sensor networks in the course 
of military operations may degrade its ability to conduct damage lim-
itation attacks designed to reduce the impact of an adversary’s nuclear 
arsenal should the confl ict escalate, therefore encouraging a fi rst strike 
with nuclear weapons.14 

Technological progress is also contributing to declining crisis sta-
bility by providing states with new capabilities with which to under-
mine the integrity and survivability of nuclear arsenals. Artifi cial 
intelligence and machine learning, combined with ubiquitous sensors, 
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have the increasing potential to reveal the locations of once hidden 
second-strike capabilities such as ballistic missile submarines and 
ground-mobile missile launchers. These second-strike systems depend 
for their survival on being hard to locate.15 There remains a lurking 
concern that emerging powers with small numbers of nuclear weapons 
may fi nd their arsenals and their production establishments vulnerable 
to the use of emerging technologies, such as offensive cyberweapons 
to disarm them. This may lead them to favor fi rst use or “fail-deadly” 
nuclear doctrines. There is even concern that the information systems 
of major nuclear powers are vulnerable in ways that might contribute 
to crisis instability.16 

In this context of destabilizing strategic trends, it is important as 
ever for decision makers to think carefully and cautiously during crises. 
But the changes wrought by social media to the information ecosystem 
are making that more diffi cult, as tightening decision windows are met 
with the relentless speed and volume of information.

There are no indications that the role of the global information 
ecosystem in promoting crisis instability will decline in the short to 
medium term. There is no evidence yet that human beings are likely 
to become cognitively more resistant to misinformation and disinfor-
mation, nor are the platforms on which the global information ecosys-
tem is built addressing the risks posed by human cognitive biases. For 
the private companies that build and deploy social media platforms, 
increasing consumer interaction with their products is part of their 
monetization strategy. This means both extending the reach of social 
media to new consumers, many of whom may not be on guard against 
online misinformation, and crafting products designed to increase the 
“dwell time” of existing users on platforms. Under present conditions, 
companies have few incentives to adjust the algorithmically selected 
data streams displayed via their platforms in ways that would improve 
the accuracy and validity of information provided but that consumers 
might fi nd disagreeable. In fact, all incentives point toward algorith-
mically selecting experiences for platform consumers that they fi nd 
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 agreeable and unchallenging, creating what is known as fi lter bubbles, 
rather than ones that foster reasoned thinking (or slow thinking, as 
discussed in chapter 3 by Slovic and Lin).

In addition, deliberate infl uence campaigns conducted in the present 
global information environment seem likely to continue to prolifer-
ate. As many as forty-eight countries have already been detected as 
engaging in some form of computational propaganda, according to the 
Oxford Internet Institute.17 Although the rewards may not always be 
high, for reasons earlier discussed they are cheap and low risk, accessi-
ble to even small and middle powers. As private social media companies 
expand the reach of the global information ecosystem, new targets are 
becoming available for infl uence operations. And few countries have 
thus far retaliated against information operations, not even the United 
States. Under such circumstances, the incentives all point toward a 
continued expansion of infl uence operations.

But many unknowns remain, and much research has yet to be done. 
Here we suggest fi ve possible research agendas:

1. What is the relationship between social media and heuristic reasoning? 

Popular business and journalistic narratives seem to assume there is one, 

suggesting that social media tend to encourage System 1, or fast, think-

ing, in which consumers are more prone to impulsive behavior. There 

is some initial evidence that this is the case, but academic studies of the 

relationship between social media and heuristic reasoning are still few 

and far between. If such a relationship is borne out by additional studies, 

it would support the argument that the global information ecosystem as 

it has currently evolved contributes to the risk of crisis instability. 

2. A related question is how engagement with social media actually affects 

decision making in high-stakes scenarios. Some research suggests that 

individuals are more inclined to slow, refl ective thinking when stakes 

are high and the individuals involved have a personal interest in the mat-

ter at hand. How and to what extent might such an inclination moder-

ate the pressures for fast thinking induced by engagement with social 

media in crisis?
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3. What kinds of information operations are being conducted and by 

whom? Increasing numbers of reports document the proliferation of 

infl uence operations by state and nonstate actors. However, data are 

only episodically available and are usually incomplete. More focused 

and systematic study of infl uence operations would help illuminate the 

bound aries between disinformation and misinformation, as well as help 

analysts further examine the relationship with crisis stability. Unfortu-

nately, in the short term we will need to navigate the impasse between 

social media platforms and social science researchers in the wake of 

Cambridge  Analytica’s role in the 2016 US election.18 The appropriation 

and misuse of large amounts of Facebook data by Cambridge Analytica 

for electoral purposes led to a crackdown on data sharing by social media 

companies which has in turn inhibited legitimate social science research 

on information operations globally.

4. Has mass political participation on social media affected the role of pub-

lic opinion in foreign policy making? Social media have increased the 

velocity of information and public participation with it. For decision 

makers, to what degree has this caused them to become more sensitive 

to these information fl ows or to more aggressively fi lter out informa-

tion? For publics, has this signifi cantly changed constituent infl uence 

in foreign policy making? In some ways, public opinion is the fulcrum 

of an argument that social media intensify public pressure on decision 

makers in ways that increase risks to crisis stability. Further research into 

how the current information ecosystem might be changing interactions 

between publics and decision makers could provide better understand-

ing of the implication for international confl ict.

5. More research is needed on how societies adapt to the proliferation 

of technologies that democratize access to information production 

and distribution. The present global information environment is not 

the fi rst in which traditional authorities and gatekeepers have become 

alarmed at technology-aided jumps in the speed of information fl ow and 

the incorporation of new users into the ecosystem. The spread of the 

printing press in Europe, which interacted with the Protestant reforma-

tion, so greatly alarmed the Catholic Church that it devised a new and 
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 deliberate countermessaging strategy and organization under the rubric 

of the Sacra Congregatio de Propaganda Fides (Congregation for the 

 Propagation of the Faith) in 1622. This effort by the Catholic Church 

to proselytize among its faithful has become known as the origin of the 

term propaganda.19 The telegraph similarly provided a leap in availability 

of information to users, as eventually did radio and television. In each 

case, societies navigated the impact of new technology and arrived at a 

solution in which a means of verifying and validating ever more widely 

available information became available. This has not yet happened in the 

present global information environment.20

Policy Recommendations

Publics and some political leaders are increasingly aware of the role 
of malicious manipulation and infl uence operations. This is in part 
because of the results of the US elections in 2016, but it is also because 
of news of such operations involving both domestic politics—elections 
in India, Mexico, France, and Germany in 2017 and 2018, for exam-
ple—and international crises such as India-Pakistan border clashes 
or Saudi Arabia and the UAE’s cold war with Qatar. However, many 
remain unaware of the full scope of infl uence operations currently at 
work around the globe: the actors, their true intentions, cascading con-
sequences, and implications on international security and crisis stability. 

In addition, states have so far been reluctant to devise and implement 
policies to curtail the negative effects of infl uence operations in the 
global information ecosystem. This volume has described a number of 
causes for state reticence on this issue. These include the prospect that 
limiting infl uence operations may involve restrictions on speech that 
would run counter to the norms and laws of democratic states. Also, 
foreign infl uence operations may in fact be caught up within a state’s 
domestic politics, benefi ting one political party over others and lead-
ing the victors to be reluctant to take actions that might damage their 
prospects of future electoral success. The enterprise of distinguishing 
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“good” from “bad” information and normal campaigning and advertis-
ing from malicious infl uence operations may be simply too political to 
be handled by a neutral governance or regulatory body. Indeed, there 
may not be much difference between some infl uence operations and 
ordinary political campaigning in a democracy. Finally, in cases rais-
ing international security concerns, infl uence operations have so far 
been seen as falling short of the threshold of armed confl ict. State lead-
ers still have not found a consensus on appropriate ways to deter such 
attacks or retaliate against them. In fact, they may want to avoid setting 
a precedent via such a retaliation to protect their own states’ ability to 
conduct infl uence operations abroad.

However, there are still some things that states can do to limit the 
prospect of infl uence operations contributing to worsening inter-
national crises, particularly those involving nuclear powers. First, the 
social media platforms themselves may need to change. American 
jurisprudence suggests that regulation of speech content on social 
media channels is inconsistent with the First Amendment’s guaran-
teeing freedom of speech, although legal precedents in the European 
Union may provide some leverage. It may prove more feasible to regu-
late or otherwise infl uence the business model rather than the content 
per se. For example, improved transparency and attribution of sources 
may be vehicles for allowing users to assess the validity of content they 
are receiving via social media platforms. Although social media com-
panies are likely to resist regulation, they may welcome uniform stan-
dards that relieve them of some liability and the reputational damage 
infl icted on them now by the recurring scandals related to how compa-
nies handle user information. Social media companies have optimized 
their business models to maximize revenues, and it is these very busi-
ness models that undergird the information ecosystem of today. A key 
research problem in this domain is to fi nd profi table business models 
that are consistent with efforts to reduce the volume and velocity of 
malign information spread across social media.

A second lesson from this volume is the need for decision makers to 
engage in clear-headed and deliberative thinking when contemplating 
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decisions about the use of nuclear weapons. Even before the emer-
gence of the present global information ecosystem, there were reasons 
to be concerned about the impact of time pressure on decision making. 
These pressures seem to have increased. One countermeasure may be 
to increase the availability of suffi cient time for deliberation. Since it 
is the half-hour timeline for the fl ight of Russian ICBMs toward the 
United States that is most stressing for US decision makers, policy 
attention should be devoted to extending that timeline. This could 
include modernizing command-and-control systems and processes to 
improve the time for decisions and the quality of information available 
to leaders. A great deal of the time pressure derives from the belief 
that decisions must be made about the employment of the land-based 
missile force, the leg of the US nuclear triad most vulnerable to deg-
radation by a major fi rst strike. Essentially, it is viewed by some as a 
“use it or lose it” element of the US nuclear arsenal, thereby encour-
aging not only decision making under time pressure (when humans are 
more vulnerable to heuristic thinking) but also a posture of “launch 
on warning.” 

By removing requirements for launch-on-warning capability, elim-
inating the US silo-based ICBM force, or adopting a less vulnerable 
ICBM basing mode such as mobile launchers, US presidents would 
no longer face the same time pressure to launch on warning.21 There 
would be theoretically more time to ride out an initial attack and decide 
how and when to retaliate. Moreover, US adversaries would know this, 
minimizing their incentive to try to launch a sudden attack to degrade 
the land-based component of the US nuclear arsenal. Similarly, other 
nations with nuclear weapons could take steps to increase decision 
time. Steps may entail changes in doctrine, force structure and deploy-
ments, or early-warning capabilities. 

A third possible area for policy innovation lies in altering how deci-
sions are made about the employment of nuclear weapons. Of course, 
states have different approaches to making decisions around nuclear 
weapons use, but the evolution of the present global information envi-
ronment suggests that it is time to step away from systems that place 
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this responsibility in the hands of a single individual. Human beings 
vary in their propensity for “thinking fast” or heuristic reasoning. They 
also vary in their susceptibility to infl uence operations. 

Such variation suggests that a higher quality of nuclear decision 
making would be possible if the concurrence of multiple individuals 
were needed to order the use of nuclear weapons. This would reduce 
the likelihood that a single decision maker would act impulsively in the 
face of time pressure, commit cognitive errors in assessing a crisis, or 
fall under the effects of an infl uence operation.22 For example, in the 
case of the United States, Richard Betts and Matthew Waxman have 
proposed requiring the concurrence of the secretary of defense (to cer-
tify that a nuclear weapons use order is a valid military necessity) and 
the attorney general (to certify that a US nuclear weapons use order is 
legal) before a president could initiate a nuclear strike.23

A fourth possible area for policy innovation lies in how informa-
tion is processed during crisis within the national security apparatus of 
states. Almost all states have intelligence communities (or something 
similar) that are designed to collect, process, evaluate, and analyze data 
about the world, presumably with the objective of providing a some-
what accurate and verifi ed picture of the world to their leadership. In 
many states, this is coupled with an executive apparatus that is designed 
to elaborate policy proposals for decision makers to consider and to 
follow up on implementation of approved proposals. For example, in 
the United States the intelligence community would collect, verify, and 
analyze information for use by the National Security Council staff and 
other government departments to prepare policy recommendations for 
vetting through the interagency process. Ideally, this process should 
by itself minimize the impact of disinformation and misinformation 
through subjecting intelligence analyses and policy recommendations 
to vigorous questioning and evaluation. However, in the modern global 
information ecosystem, it is clear that new information and policy ideas 
can enter the decision-making process very close to the top of a deci-
sion chain and very close to the end of the process, i.e., in the fi nal 
decision-making settings, even in a state leader’s offi ce. This suggests 
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that information assessment teams should be assigned to senior deci-
sion makers to help them evaluate information infl ows from outside 
the normal decision-making process, such as from social media, con-
temporaneously to those decisions being made. Such teams would be 
trained to understand the tactics of information warfare perpetrators 
(and their allies, witting or unwitting) and the psychological mecha-
nisms that social media leverage. They would be tasked with helping 
senior decision makers to understand the context of new data that they 
are receiving and to retain the appropriate perspective and distance 
from their personal information feeds. So while shielding the mass of 
the population from infl uence operations may prove to be too political 
or trigger accusations of partisanship in many democracies, protect-
ing senior decision makers may in the end prove to be more feasible 
and practical.

Overall, the analysis presented in this volume suggests that the 
global information ecosystem, because of the way it interacts with 
human cognitive biases and because of the new abilities it affords state 
and nonstate actors to conduct infl uence operations, is a potentially 
important threat to crisis stability. While it is diffi cult to imagine devel-
oping useful countermeasures at this stage of our understanding of the 
phenomenon, some aspects of the problem to be addressed are clear. 
Human cognition is unlikely to change signifi cantly on anything less 
than an evolutionary scale, so that means the information ecosystem 
needs to be modifi ed to minimize the impact of bad information on cri-
sis decision making, given current human propensity to heuristic think-
ing. To avoid the possibility that “fast thinking” (or System 1 thinking) 
may lead policy makers to poor decisions, more time for deliberation 
needs to be built into international crises, particularly ones among 
nuclear powers that have the most potentially catastrophic effects. In 
addition, to minimize the possibility that bad information or deliberate 
infl uence operations will lead state leaders to make cataclysmic deci-
sions involving nuclear weapons during international crises, decision- 
making authority should be spread out among multiple senior leaders, 
serving as a check on the possibility of any single individual precipitat-
ing a nuclear exchange. Finally, senior decision makers will likely need 
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support to evaluate and curate the data fl ows they receive from outside 
the normal governmental process for providing intelligence analyses 
and policy recommendations. That support should likely sit as close to 
them as possible.
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